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UNCOMMON PENALTIES FOR COMMON PROBLEMS 
 

Paul H. C. Eilers1 
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p.eilers@erasmusmc,nl 

 
 
Penalties are a familiar tool in Chemometrics, going back to the early adoption of ridge 
regression. Penalties to achieve smoothness are also finding application in many places. My 
presentation is about less common penalties which can help to solve common problems. 
The main themes are:  asymmetric penalties to enforce shape constraints, different norms to 
achieve sparseness and adapting ideas from differential equations. Penalties can also be 
used to split a signal into multiple components with desirable properties. I will present 
many applications to real data, to show that by creative use of penalties we can solve many 
practical problems. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 



 
 

CHEMOMETRICS IN CHEMISTRY 
– 

CHEMISTRY IN CHEMOMETRICS 
 

Marcel Maeder 
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marcel.maeder@newcastle.edu.au  

 
 
 

Many chemists are not well aware of the powerful data analysis methods that are available 
in chemometrics. They treat chemomemtrics methods with suspicion and hesitate to apply 
them. There are, of course, many exceptions. One example of very successful chemometrics 
in the real world is the determination of the alcohol content in wine by NIR-PLS, which is 
almost universally performed in the commercial wine laboratory as it is much faster than 
alternative redox titrations or GC.  

 
Correspondingly, many chemometricians tend to treat their data as abstract entities, they do 

not introduce into the analyses any chemical knowledge about the system under investigation. 
Of course there are exceptions here too, think of the most commonly and very widely applied 
data analysis method in chemistry which is data fitting. It relies on a mathematical 
relationship that is based on the chemistry of the system under analysis. 

 
This presentation attempts to demonstrate that chemometricians can improve their analyses 

by including the fact that they are dealing with chemical data and that chemists can profit 
from accepting chemometrics methods as valuable tools. 

 
The following example will be discussed to illustrate some of the issues, it goes back to 

Jean Thomas Clerc, former editor of the chemometrics section of Analytica Chimica Acta: 
Find the reason or an algorithm that rationalises the following sequence. 

 
5, 10, 2, 9, 4, 7, 6, 3, 1, 8, 0 

 
Algorithms like neural networks or adaptations of QSAR or of any other nature can be 

developed to organise the numbers (‘sort’ is not useful as it does not give information about 

the reason for the order). The author will accept elegant, interesting or any other suggestions 
for solutions and will discuss them in the presentation. 

 
 
 
 
 
 
 

 
 



 
 

RECENT ADVANCES IN THE ESTIMATION OF 
MULTIVARIATE/MULTIWAY ANALYTICAL FIGURES OF MERIT  

 
A. C. Olivieri 

 
Departmento de Química Analítica, Facultad de Ciencias Bioquímicas y Farmacéuticas, Universidad 

Nacional de Rosario, Instituto de Química Rosario (IQUIR-CONICET), Suipacha 531, Rosario (2000), 
Argentina,  email: olivieri@iquir-conicet.gov.ar  

 
The estimation of analytical figures of merit in multivariate calibration has become an 
active research field in analytical chemistry. Some recent developments show the 
continuous interest in this area by the analytical community [1-4]. In particular, the 
derivation of important expressions have been possible: (1) for computing the sensitivity 
parameter in multivariate and multiway calibration scenarios [1], (2) for estimating the 
prediction uncertainty in first-order calibration in the presence of generalized noise 
structures [5], and (3) for establishing the detection limit in partial least-squares calibration 
in a IUPAC consistent manner [6]. 
In this presentation, the latter developments will be discussed in detail, including some new 
findings concerning the following issues: 

1. The extension of the prediction uncertainty expression from first-order to multiway 
calibrations with data of any number of instrumental modes. 

2. The estimation of detection limits in multiway calibrations. 
3. The proposal of a generalized analytical sensitivity parameter, useful for the 

comparison of first-order calibration methdologies in the presence of different noise 
structures. 

4. The extension of the latter parameter to multiway calibrations. 
The availability of reliable figures of merit will allow for a proper comparison of the 
prediction ability of different analytical protocols and multivariate/multiway data processing 
algorithms. 

 
Acknowledgement: Universidad Nacional de Rosario, CONICET (Consejo Nacional de Investigaciones 
Científicas y Técnicas, Project No. PIP 0163), ANPCyT (Agencia Nacional de Promoción Científica y 
Tecnológica, Project No. PICT-2013-0136), are gratefully acknowledged for financial support. 
 
References: 
 
 
[1]  A.C. Olivieri, N.M. Faber, J. Ferré, R. Boqué, J.H. Kalivas,  H. Mark, Pure Appl. Chem., 78, 633 (2006). 
[2]  A.C. Olivieri, Chem. Rev., 114, 5358 (2014). 
[3]  A.C. Olivieri, G.M. Escandar, Practical three-way calibration, Elsevier, Amsterdam, 2014, Chapter 6. 
[4]  A.C. Olivieri, S. Bortolato, F. Allegrini, Figures of merit in multiway calibration, in Data Handling in 

Science and Technology, Vol. 29, Fundamentals and analytical applications of multiway calibration, A. 
Muñoz de la Peña, H.C. Goicoechea, G.M. Escandar, A.C. Olivieri, Editors, Elsevier, Amsterdam, 2015, 
Chapter 13. 

[5] F. Allegrini, P.D. Wentzell, A.C. Olivieri, Anal. Chim. Acta, 903, 51 (2016). 
[6]  F.A. Allegrini, A.C. Olivieri, Anal. Chem., 86, 7858 (2014). 
 
 

                                                 
 
 



 
 

TOPOLOGICAL INSIGHT INTO CHEMICAL DATA: GENTLE 
INTRODUCTION 

 
Beata Walczak 
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Topological Data Analysis (TDA) is a relatively new field, and its main goal is to study the 
shape of the data, which may reveal important information about a system or a phenomenon 
considered (e.g., [1]). Topology deals with geometrical properties of space, which are 
preserved under continuous deformations such, as bending and stretching (but not tearing, or 
gluing). It is mainly occupied counting basic topological features such, as components and 
holes. TDA already found very attractive applications. It can be useful in data exploration, 
clustering of numerous samples, and comparing different platforms. The main aim of this 
presentation is to introduce and describe basic terms and concepts of TDA to chemometric 
community. Such terms as, e.g., topological space, its approximation and properties, 
persistency of topological features, lenses and graphs, will be gently introduced and the main 
steps of TDA will be demonstrated on simulated and experimental data sets. 
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KNOWN UNKNOWNS AND UNKNOWN UNKNOWNS: 
UNRAVELLING MULTIVARIATE MEASUREMENT ERRORS 
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The separation of “interesting” chemical variance from other sources of variance in a data 

set is the principal objective of most chemometric methods, whether they relate to 
exploratory analysis, classification, calibration, curve resolution, or other tools.  The “other” 
sources of variance are generally lumped together as “noise”, but relatively little attention 

has been paid to the characterization of these sources of variance, even though this is central 
to the design of optimal data analysis tools.  Chemometric methods are typically based on 
the implicit assumption that such noise is dominated by instrumental components that are 
independently and identically distributed with a normal distribution (iid normal), even though 
heteroscedastic and correlated noise structures are the norm rather than the exception.  
Structured noise, such as chemical noise arising from the presence of secondary components, 
is often incorporated into the model in a deterministic way, but this distinction becomes 
blurred in complex mixtures with a large number of components.  The ad hoc implementation 
of many preprocessing methods (e.g. scaling, filtering, multiplicative signal correction) is 
symptomatic of a limited understanding of these sources of variance.  A more complete 
characterization of noise is inhibited by a number of factors that include: (a) a lack of 
understanding of what constitutes a replicate, (b) insufficient data for characterizing 
measurement errors, (c) limited tools for the development of measurement error models, and 
(d) a dearth of chemometric tools that incorporate measurement error information.  There is 
an interdependence of these factors in that a lack of measurement error information impedes 
the development of tools that use this information, and the lack of tools discourages the 
acquisition of this information. 
 
The objective of this presentation is to describe some of the advances and challenges in the 
study of multivariate measurement noise.  This includes: (1) the definition of what constitutes 
measurement noise, (2) the experimental challenges of noise characterization, (3) advances 
in the development of measurement error models, (4) current chemometric approaches for 
implementing measurement error information, and (5) the nature of chemical noise in 
complex chemical mixtures. 
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HYPERSPECTRAL IMAGE ANALYSIS. WHERE ARE WE AND 
WHERE SHOULD WE GO? 

 
José Manuel Amigo 
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jmar@life.ku.dk  
 

 
Undoubtedly, the implementation and application of Chemometrics in the analysis of 
Hyperspectral Images (HSI) plays a major role in nowadays setups. The versatility of 
Chemometrics makes possible the finding of tailored adaptations of the analysis depending 
on the very diverse uses of HSI. In this presentation we will study the current state-of-the-
art of the duet “Chemometrics-HSI” with special emphasis in Food, Pharmaceutical and 

Forensic sciences. Moreover, we will envision the possible improvements to be done in 
order to actually merge “Chemometrics-HSI” with digital image analysis. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 

MULTIVARIATE BIG DATA ANALYSIS AND ITS APPLICATION 
TO THE INTERNET 

 
José Camacho Ph.D. 

 
This speech will be devoted to discuss the application of chemometric (data analysis) 
methods in Big Data problems. A freeware Matlab toolbox, the MEDA Toolbox, will be 
introduced for this purpose. Its use will be exemplified with one of the main Big Data 
applications we refer to as Networkmetrics: the analysis of traffic data in Computer Networks 
(e.g. the Internet) Main challenges in Networkmetrics, in particular the data parameterization 
for multivariate analysis, will be discussed. 
 
Acknowledgement: This work is partly supported by the Spanish Ministry of Economy and 
Competitiveness and FEDER funds through project TIN2014-60346-R. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 



 
 

MULTICOLOUR FLOW CYTOMETRY:  
A NEW CHALLENGE FOR CHEMOMETRICS 
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Multicolour Flow Cytometry (MFC) is a biomedical technology in strong development. 
With MFC, single cells can be fluorescently marked and analysed for several specific 
immunological characteristics. The resulting data then contains the diversity in a large 
complement of cells within a specific sample (e.g. blood). This diversity can then be 
compared between samples for phenotypic biomarkers of disease and other immunological 
responses. The recent developments throughout all sub-disciplines of chemometrics may be 
highly beneficial for this comparison, specifically to solve the currently existing challenges 
in MFC technology.  
Firstly, immune responses may only affect a very limited number of cells, whilst the 
majority of cells within the sample remain indistinguishable from healthy samples. 
Therefore, we have developed a method based on Multivariate Statistical Process 
Monitoring to pinpoint the response-related cells within these samples, such that they can 
be isolated for further study. Secondly, MFC quantifies the expression of immunological 
characteristics yet conclusions need to be drawn on the full diversity of cells in the same 
sample. To allow this, we have developed a multiset classification method that allows the 
direct association of an immune response to changes in expression of these characteristics 
on a single cell. Thirdly, current laser technology limits the number of different 
characteristics that can be measured on the same cell to seven; the latest developments 
allow up to 17 different characteristics. This is still far from a true ‘omics’ methodology, 

although more than 300 characteristics may be relevant in a comprehensive immune 
response. To broaden the scope of MFC technology, we have developed a data fusion 
strategy based on the aforementioned methods. This allows the information from different 
characteristics measured on the same cell to be merged into one model.  
These novel methods show how chemometric developments may support MFC technology, 
but also how chemometric methodology may be brought forward by novel exciting 
application areas such as MFC. 
 
 
 
 
 
 

 



 
 

TAKING A BIG DATA APPROACH TO LOCAL SPECTRAL 
CALIBRATION 

 
J.H. Kalivas 1, R. Emerson 2 

 
1Department of Chemistry, Idaho State University, 921 S. 8th, Stop 8026, Pocatello, Idaho, USA 

2Idaho National Laboratory, Idaho Falls, Idaho, USA 
email (kalijohn@isu.edu) 

 
 
A large global calibration set of samples (a library) spanning numerous measurement and 
instrument conditions often spans too much information variance and hence, prediction 
accuracies are not sufficient for many applications. Local modeling techniques can be used 
to select a subset of calibration samples from a global library specific to each new 
individual prediction sample in order to build models meeting accuracy requirements. Few 
local modeling methods use more than one spectral similarity measure at a time to compare 
a prediction sample spectrum to library spectra, e.g., only the distance or angle between 
spectral vectors for the subset selection. This work explores methods to simultaneously 
evaluate multiple similarity measures through data fusion in order to select calibration 
samples spectrally resembling each individual prediction sample. Another aspect of local 
modeling explored in this work is the use of “y-windowing”, e.g., concentration window, to 

further narrow the calibration domain used in the model. The y-windowing allows sorting 
of the selected calibration subset samples into local ranges of the prediction property of 
interest. Models are then formed using these subsets or windows. Fusion rules are now 
applied to multiple calibration model quality measures to identify the calibration window(s) 
most consistent for the prediction sample. Calibration windows are further verified as best 
by cross-referencing calibration and predictions with other calibration windows including 
fusion with moving wavelength windows. The calibration y-window(s) deemed best is used 
as the final calibration set to form the local model. The process is termed local adaptive 
fusion regression (LAFR). It is local for selecting a library subset similar to each new 
sample, adaptive because the process adapts to different prediction properties for each new 
sample using the same spectrally selected library subset, and fusion is the foundation of the 
spectral and y-windowing analysis. While the approach presented does not utilize Big Data 
(petabytes to yottabytes and growing), it does embody Big Data concepts. Specifically, the 
library size and the number of similarity measures fused for selecting samples from the 
library are not limited. Likewise, the number of measures, wavelength windows, and y-
windows fused to identify the final local calibration subset are not limited. Limiting the 
process is computer memory and speed of computations. These two aspects are becoming 
less restrictive and the analytical chemist needs to be thinking Big Data. Specifically, new 
processes to create Big Data and mine the data for the task at hand. 

 
 
 
 
 
 
 



 
 

CLASS-MODELLING IN FOOD ANALYTICAL CHEMISTRY: WHY 
IT SHOULD BE OUR PREFERRED CHOICE AND WHY IT IS NOT 

 

P. Oliveri1 
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‘‘Is the product under examination compatible with the declared claim?’’. 

Verification of food authenticity claims is a challenging analytical task that require a 
qualitative answer to be addressed. The issue is conceptually very similar to quality control 
and, therefore, the same type of data-analysis tools should be employed. The most 
appropriate family of chemometric methods for addressing this type of problem goes by the 
name of class modelling or one-class classifiers. Such methods perform verification of 
compliance with a specification by defining a multivariate enclosed class space, at a 
predetermined confidence level, for authentic samples of the class under investigation. The 
first class modelling methods introduced into chemometrics were SIMCA (soft independent 
modeling of class analogy) [1] and UNEQ (unequal dispersed classes) [1]. These models 
present the advantages of describing perfectly the compliant samples and being free from 
the distribution of non-compliant samples in the training set. 

Another important group of pattern-recognition tools is represented by the 
discriminant-classification techniques – also known as two-class or multiclass classifiers – 
which have been applied much more frequently than class modelling. All discriminant 
methods look for a delimiter between two or more classes, determined using a contribution 
from all of the classes considered. This means that all of the classes must be correctly 
defined and the samples included must be thoroughly representative of each class since 
they have a crucial influence on the decision rule to be derived. This is extremely important 
when the focus is on a single class like, for example, cases involving verification of a food 
authenticity claim. In fact, in such a case, the discriminant approach would require the 
collection of two sets of training samples: one representative of the product to be 
characterised and a second representative of the entire production of the same product that 
does not comply with the given claim. Such a condition is rarely realisable in practice, and 
collected sets of non-compliant samples are often under-representative of the non-
compliance possibilities. This inevitably leads to biased decision rules, the outcomes of 
which are heavily dependent on those samples included in the non-compliant set. Thus, 
decisions regarding sample conformity based on a discriminant approach are generally less 
robust and altogether less suitable for practical conditions than those based on a class 
modelling strategy [3]. 

Issues related to development, optimisation and validation of suitable class models 
for the characterisation of food products will be critically analysed and discussed. 
 
Acknowledgement: Financial support by the Italian Ministry of Education, Universities and Research 
(MIUR) is acknowledged – Research Project SIR 2014, RBSI14CJHJ (CUP: D32I15000150008). 
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SPECTROSCOPY UNDERCOVER: INVESTIGATION OF HIDDEN 
OBJECTS 

 
A.L. Pomerantsev, O.Ye. Rodionova 

 
Investigation of a sample covered by a nuisance layer is demanded in many fields, e.g. for 
the process control, for biochemical analysis, and for many other applications. This study is 
based on the analysis of spectra collected by the diffuse reflectance near infrared (DR NIR) 
spectroscopy. Each spectrum is a composition of the useful (target) spectrum and a spectrum 
of a nuisance layer. Unfortunately, DR NIR is a more complicated technique than the 
conventional transmission spectroscopy. Therefore, we cannot simply subtract the spectrum 
of the cover from the cumulative spectrum. To separate these signals we suggest using a new 
phenomenological approach, which employs the Multivariate Curve Resolution methods. We 
consider that the nuisance spectrum of the layer can be presented as a superposition of three 
signals ctst(λ) + casa(λ)+ csss(λ), which are responsible for transmission, absorption, and 
scattering of the light beam inside the layer. Spectra s(λ) are affected neither by the layer 
depth h, nor by the target properties. On the contrary, coefficients c depend both on h, and 
on the target reflectance factor, r. Applying the conventional transmission spectroscopy a 
researcher always seeks a method to remove both the reflectance and scattering effects from 
the spectra. The peculiarity of our approach is that we do not remove these components, but 
study them in details with the aim to use this knowledge for the target spectrum recovering.  

We apply this approach to a particular system, which consists of several layers of 
polyethylene (PE) film and an underlayer with known spectral properties. To separate the 
information originated from the PE layers and the wanted target, we modify the system 
versus: (1) the number of the PE layers; (2) the reflectance properties of the target sample. 
Using the MCR approach we obtain three pure spectra s(λ), as well as the c-profiles. The 
latter are described as computable functions, which depend on the PE depth, h, and the 
underlayer reflectance factor, r.  

The concept is then utilized for obtaining the spectrum of a hidden object in the real-
world systems. In particular, we succeed in reconstruction of the target using a single 
spectrum acquired through several PE layers.
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High resolution mass spectrometry (HRMS) methods are crucial for differentiating 
compounds with highly similar masses, a necessity when analyzing samples arising from 
such fields as metabolomics; however, the large size of high resolution LC-HRMS datasets 
can cause difficulties in the data analysis. In this work, LC-HRMS analysis was carried out 
and multivariate curve resolution-alternating least squares (MCR-ALS) was applied to the 
data to obtain mathematical separation of pure analyte chromatographic and spectral profiles. 
In order to minimize computational strain, a strategy was developed to minimize the number 
of irrelevant masses (i.e., background ions) analyzed at full resolution. Data was first binned 
to unit mass and MCR-ALS was performed. Signals greater than a preset threshold were 
extracted from the component profiles and expanded to a higher level of precision. MCR-
ALS was performed on this new data. This process of MCR-ALS, extraction, and expansion 
was repeated until 0.001 mass unit resolution was achieved, excluding more irrelevant 
masses at each step.  This strategy allowed for the accurate recovery of all compound profiles 
while minimizing the size of the data analyzed in each MCR-ALS analysis – as small as 0.5 
% of the masses from the original data – thereby minimizing the computational analysis time. 
The application of this technique to an analysis of a mixture of amphetamines and a bacterial 
lipidomics study will be shown. This strategy should provide a valuable tool for analyzing 
complex LC-HRMS data.  

 
Acknowledgement: The authors acknowledge funding from grant CHE-517230 from the U.S. National 
Science Foundation. 
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ON THE ANALYSIS AND COMPUTATION OF THE 
AREA OF FEASIBLE SOLUTIONS FOR  

THREE- AND FOUR COMPONENT SYSTEMS. 
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Multivariate curve resolution methods suffer from the so-called rotational ambiguity of the solution. A 
challenging approach to the ambiguity problem is to compute the full set of  all  concentration factors C 
and the spectral factors A in nonnegative factorizations of a given spectral data matrix. The area of 
feasible solutions (AFS) is the low-dimensional representation of all these solutions. The AFS analysis 
is a powerful methodology for the exploration of the rotational ambiguity inherent to the multivariate 
curve resolution problem. Up to now the AFS has been studied for two-, three- and four-component 
systems. 
 
In this talk we explain the underlying concepts of the AFS theory and its contribution to a deepened 
understanding of the multivariate curve resolution problem. A survey is given on various methods for 
the computation of the AFS for three- and four-component systems. The focus is on methods which 
approximate the boundary of the AFS for three-component systems by inflating polygons (MatLab-
toolbox FACPACK) and for four-component systems. Furthermore the reduction of the AFS by 
additional soft constraints is explained in order to extract chemically meaningful solutions from the set 
of all nonnegative solutions. Several numerical examples are discussed. 
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Multivariate curve resolution via alternating least squares (ALS) is used to resolve the concentration 
profiles 𝐂 and the pure component spectra 𝐄 of 𝑆 species from the multivariate absorbance data 𝐀, 
assuming the bilinear model 𝐀 = 𝐂 𝐄. Due to the possible permutations of profiles and the presence of 
intensity and rotational ambiguities, soft constraints such as nonnegativity of 𝐂 and 𝐄 as well as 
unimodality, monotonicity, closure, and local rank selectivity of 𝐂 are typically used to obtain tighter 
solution bounds for 𝐂 and 𝐄 [1]. 
 
In addition, hard constraints in the form of kinetic models are also often used. Unfortunately, these 
models are subject to structural plant-model mismatch and parametric uncertainty, which weakens their 
impact. As an alternative, this paper proposes to use constraints based on variant states called extents. 
The computation of these extents does not require any information on the rate processes, that is, 𝐱(𝑡) =
𝐓 𝐧(𝑡), with 𝐱(𝑡) and 𝐧(𝑡) the vectors of extents and numbers of moles at time 𝑡, respectively, and T a 
matrix known from the reaction stoichiometry, the inlet composition and the initial conditions [2]. 
Expressing the 𝑆 concentrations in terms of 𝑑 extents and 𝑞 = 𝑆 − 𝑑 invariants reduces the 
dimensionality of the problem from 𝑆 to 𝑑. Each column of the extent matrix 𝐗 describes the extent of a 
single rate process, for example of a reaction or an inlet flow. It turns out that the unknown concentration 
matrix C can be expressed in terms of the lower-dimensional matrix 𝐗 as 𝐂 = 𝐕−1𝐗 𝐓−T, where 𝐕 is a 
diagonal matrix containing the volume profile. Since each column of 𝐗 describes a single rate process, 
additional constraints can be enforced on 𝐗 such as monotonicity and convexity/concavity [3]. 
Furthermore, the q invariant relationships can be used as constraints in the least-squares problem. As a 
consequence, the use of extents in ALS reduces the ambiguity between 𝐂 and 𝐄, yielding faster 
convergence and tighter solutions.  
 
The use of extent-based constraints also opens up new perspectives for hard-soft ALS methods, since 
hard kinetic models can be identified individually (that is independently of the other rates) for some 
selected processes, while soft extent-based constraints are used for the unknown processes. Another 
feature involves the possibility of initializing or constraining the ALS scheme with a concentration 
submatrix (of dimension at least 𝑆 × 𝑆) estimated from multiple experiments performed under well-
designed conditions and local-rank information. Together with the corresponding absorbance data, this 
submatrix can efficiently replace the traditional initialization via factor analysis and be used to compute 
a better initial estimate of 𝐄. 
 
After a brief review of the mathematical properties of extents for batch and open reactors, this talk will 
present the modified ALS scheme and illustrate it via simulated examples.  
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BOOSTING IN BLOCK VARIABLE SUBSPACES: AN APPROACH OF  
ADDITIVE MODELING FOR QSAR  
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Quantitative structure activity relationships (QSAR) and quantitative structure property relationships 
(QSPR) are established by a novel approach of additive modeling: boosting in block variable subspaces 
(BBVS). BBVS combines partial least squares regression (PLS) with a kind of gradient boosting in 
stepwise way. It searches for a base learner from a series of smaller block variable subspaces instead of 
from the whole variable space. This character allows BBVS to use the information correlating to y more 
effectively. Hence the fitting accuracy is improved, yielding a model of higher prediction ability. The 
use of this approach permits the development of PLS and boosting in modeling for QSAR and QSPR 
studies. 
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In high dimensional chemical problems where there are hundreds to millions or more predictors it is often likely that 
information is left behind in the after variable or feature selection.  While individually they may not contribute much to the 
model, as a collection they may.  The focus of this work is to use information-based measures from statistics and machine 
learning to select a few features (combined predictor variables) to add increased power to the prediction model.  While the 
features lack the same kind of interpretability that individual predictors have, sometimes increased reliability in prediction 
outweighs this issue.  The approach borrows from PLS ideas, but the details are very different.  We demonstrate the method 
on chemical data sets. 
 
Oral presentation 
Category: Theory and Methods 
Keywords: Feature selection, Information, High-dimensional
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Principal Component Analysis (PCA) is one of the most widely used techniques to describe, summarise 
and easily interpret data in many fields of interest, from analytical chemistry and medicine to process 
monitoring, environmental surveillance and computer science [1]. When building a PCA model, selecting 
the correct number of components is a critical step to allow only useful information to be retained and 
noise to be filtered out. In the last decades, much work has been devoted to methods for addressing this 
issue like Bartlett’s chi-square test, Kaiser’s eigenvalue greater than 1 rule, minimum average partial rule, 
scree test, parallel analysis and cross-validation [2]. However, scarce attention has been paid to the 
possibility of assessing the significance of the computed factors via permutation tests, which may 
represent a feasible approach in case the aforementioned ones cannot be applied (e.g. when the datasets 
under study do not fulfil specific statistical assumptions or are characterised by a not sufficiently high 
number of objects) [3]. 
 
The main aim of this work is to provide theoretical and practical insights for an improved understanding 
of this latter strategy, highlighting its pros and cons, mathematically formalising the algorithmic 
procedure to be followed when performing permutation tests in PCA, and possibly propose ad hoc 
solutions for optimising computational time, efficiency and robustness. 
 
An additional interesting point to be noticed is that this methodology could be possibly combined to 
multi-set techniques such as Canonical Correlation Analysis (CCA) and Joint and Individual Variation 
Explained (JIVE) for a preliminary determination of the effective rank of the multiple handled data 
structures. 
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Introduction:  
There are two basic ways of estimating prediction uncertainty, namely, error propagation or resampling 
strategies. Error propagation leads to closed-form expressions where some hypotheses are made but 
which provide a platform for evaluating the different sources of uncertainty. Resampling is essentially 
a "black box" approach which, however, is often more accurate because fewer assumptions and 
approximations are made. Some analytical expressions can be found in the literature for error 
propagation method, but all consider local linearization and other important assumptions. Particularly, 
the errors in the predictors are assumed to be independent and to have constant variance. This latter 
assumption is never fulfilled in spectroscopy. So, this paper proposes a new expression for prediction 
uncertainty estimation based on the error propagation strategy, using as few as possible assumptions.  
 
Theory:  
Let b be a linear model between dependent variables x and a response y. One of the most complete 
existing and published expressions of prediction uncertainty is (A):  

  

Where: z is the spectrum centred against calibration set and Var represents the variance covariance 
matrix. This expression uses some strong hypothesis on the error structure and dependency. Let assume 
only that the measurement errors have zero mean and that errors on the spectra and on the model are 
independent. Then, a new expression of prediction uncertainty is (B): 

Var ŷ( ) = 1+
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The main differences between the two expressions are: (i) The first term is more general in expression 
B, as it takes into account the complete variance / covariance of X; (ii) The third term of expression B 
is new; it represents a kind of covariance between the variations of z and those of b. 
 
Material and methods:  
This new formulation was tested on two datasets. (1) The first one consisted of NIR spectra of feed 
acquired in Laboratory with 10 repetitions, regressed against protein content. (2) The second one 
consisted of hyperspectral Vis-NIR airborne data acquired over 300 km² of cultivated area in Tunisia, 
regressed against clay content of soil.  
 
Results:  
On the dataset (1), the values of all terms of expressions A and B were estimated for several models, 
which differ by the preprocessing. It appears that expression A always overestimates the prediction 
variance, because it does not take into account systematic variance, due for example to the baseline 
shifts. It is also noticeable that the third term introduced by expression B is not at all negligible. On the 
dataset (2), several sources of uncertainty were simulated and introduced one the one hand in a 
bootstrap procedure and on the other hand in the new variance expression. This permitted to produce 
images of uncertainty, which were interpreted in relation to each term of the expression B.
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There are several applications in industry that show how slow and cumbersome reference analysis can 

be replaced with fast and non-invasive measurements by a spectroscopic instrument coupled with 
regression models. This has caused the end-user to ask for the prediction of smaller and smaller 
compounds within the product or sample of interest. Instrument vendors and creators of multivariate 
models have responded by making the desired tailor-made multivariate regression models for their 
customers, in order to keep them satisfied. However, this blind pursuit of customer satisfaction has come 
at the cost of a certain lack of real validation of the model, since for most cases, there is a high correlation 
between the different chemical compounds in a given sample type, especially in the food industry [1].  

In this work, we will investigate whether a calibration model is performing well due to the correlation 
to another reference, or if the attribute of interest actually is giving a spectroscopic signature. Methods 
used will include the work by Eskildsen et al. [2], as well as Andersson [3]. 

 
 
References: 

[1] Å. Rinnan and L. Munck, Journal of Chemometrics, 26, 2012, 487–495 
[2] C.E. Eskildsen, M.A. Rasmussen, S.B. Engelsen, L.B. Larsen, N.A. Poulsen, T. Skov, Journal of Dairy Science, 

2014, 97, 7940 – 7951 
[3] C. A. Andersson, Chemometrics and Intelligent Laboratory Systems, 47, 1999, 51–63 



O-08 
 

COMDIM: FROM MULTIBLOCK DATA ANALYSIS TO PATH MODELING  
 

E. M. Qannari 1, V. Cariou 1, E. Vigneau 1, D. N. Rutledge 2 
 

1LUNAM université, ONIRIS, Unité de Sensométrie et Chimiométrie, Nantes F-44322, France  
INRA, Nantes, France  

2UMR Ingénierie Procédés Aliments, AgroParisTech, Inra, Université Paris-Saclay, 91300, Massy, France. 
elmostafa.qannari@oniris-nantes.fr     

 
ComDim analysis, initially called Common Components and Specific Weights Analysis, has been 
efficiently applied to various kinds of data ranging from sensory and preference data [1]  to chemometrics 
data [2]. It was also adapted to cope with multigroup data [3]. From a very different perspective, ComDim 
was extended to assess the significance of the effects of factors on multivariate data [4].  
We recall that for a set of multiblock data X1,…XK, supposed to be centered, ComDim aims at 
determining common components 𝑞1, 𝑞2… 𝑞𝑛, assumed to be of unit length, and saliences (𝜆𝑟

(𝑘)) which 
reflect the importance of each block dataset in determining the underlying common components. These 
components and saliences are sought so as to approximate the cross-products matrices 𝑊𝑘 = 𝑋𝑘𝑋𝑘

𝑇 by 

𝑄𝛬𝑘𝑄𝑇 = ∑ 𝜆𝑟
(𝑘)

𝑞𝑟𝑞𝑟
𝑇𝑛

𝑟=1  .  

We start by showing how the method of analysis can be extended in order to cope with the situation 
where we aim at explaining a dataset 𝑌 from K datasets 𝑋1, 𝑋2,…, 𝑋𝑘. This new strategy of analysis 
follows the same pattern of analysis as ComDim by replacing the matrices 𝑊𝑘 = 𝑋𝑘𝑋𝑘

𝑇 by 𝑇𝑘 =

 𝑋𝑘𝑋𝑘
𝑇𝑌𝑌𝑇. 

In a second stage, we consider a multiblock setting with a specific pattern of directed relations among 
the blocks of variables and we show how ComDim analysis can be extended to investigate the 
relationships between these blocks taking account of the path diagram. For two datasets Xk and Xl 
linked by a causal path directed from Xk to Xl, we consider the matrix  𝑇𝑘𝑙 =  𝑋𝑘𝑋𝑘

𝑇𝑋𝑙𝑋𝑙
𝑇 and we seek 

components t and ukl supposed to be of unit length so as to minimize the quantity: 

∑ ∑ 𝜕𝑘𝑙||𝑇𝑘𝑙 − 𝜆
(𝑘𝑙)𝑡𝑢𝑘𝑙

𝑇 ||
2

𝐾

𝑘=1

𝐿

𝑙=1

 

Where 𝜕𝑘𝑙 takes the value 1 if the blocks k and l are linked and 0 otherwise. The quantity (𝜆
(𝑘𝑙)) 

highlights the importance of the link between Xk and Xl. Several algorithms can be proposed to solve 
this problem. 
The methods of analysis are illustrated on the basis of case studies and the outcomes are compared to 
those of standard methods. 
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We deal with the problem of power analysis and optimal sample size determination for the analysis of multivariate data with 
PCA and PLS-DA[1]. The problem of determining the minimal sample size to obtain stable and reliable estimation of the 
model parameters is considered in the social sciences, especially in the PCA context [2], but has been seldom addressed in 
the chemometric field. Since omics data are usually analysed and explored using tools from the chemometric toolbox such as 
PCA and PLS-DA, determining the optimal sample size when planning an experiment becomes crucial. 

To identify the optimal sample size for an ANOVA (univariate case) and MANOVA (multivariate case), approaches are 
available. However, for PCA and PLS-DA the matter complicates considerably and no generally applicable strategies exist. 
We present here relevant concepts and offer strategies for minimally required sample size estimation when planning 
experiments to be analysed using PCA and/or PLS-DA.  

For PCA we discuss 1) the problem of determining the minimal sample size to obtain stable and reproducible component 
loading estimations and 2) the determination of the minimal sample size required to assess the dimensionality of a data set 
using arguments from Random matrix theory, which is also relevant in derived applications of PCA such as in 
deconvolution/curve resolution. For PLS-DA we discuss the analogies between the discrimination problem and hypothesis 
testing and propose a simulation strategy for sample size estimation. 

These problems are treated at both the theoretical and empirical level and reviewed with both simulated and real data.  
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Unsupervised methods, such as Principal Component Analysis, have gained popularity and wide-
spread acceptance in the chemometrics and applied statistics communities. Unsupervised Random 
Forest is an additional method capable of discovering underlying patterns in the data.  
The number of applications of unsupervised Random Forest (URF) in chemometrics has been limited. 
One possible cause for this is the belief that Random Forest (RF) can only be used in a supervised 
analysis setting.   
 
URF makes a clever use of a simple assumption: if the data holds any structure it should be 
distinguishable from a randomly generated version of itself. For this reason, a synthetic dataset is 
randomly generated from the original dataset and together they form a two-class classification problem 
that is then modeled using classical (supervised) RF. If the subsequent analysis results in a meaningful 
classification model between real and synthetic data, then a proximity matrix obtained from a RF model 
can be used to search for trends and clusters in the real data.  These proximity scores are used to 
perform a powerful unsupervised analysis such as clustering, multi-dimensional scaling (MDS), and 
Principal Coordinates Analysis (PCoA) for detecting meaningful structure in a data set.   
 
This presentation introduces the basic concepts of unsupervised Random Forest and illustrates several 
applications in chemometrics through worked examples.
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The –omics technologies are becoming increasingly important in health care and are expected to 
contribute to personalized health care. Statistical health monitoring (SHM) was recently introduced for 
analysis of –omics data to automatically identify the disease response in an individual patient [1]. This 
approach could be of use in all sorts of applications such as diagnosis of rare diseases, analysis of 
individual patterns in disease amnisfestation, disease monitoring, or personalized therapy.  
 
SHM essentially combines estimation of Mahalanobis distances (MD) with principal component analysis 
(PCA). It is well known that the dimension reduction step via PCA can hamper reliable identification of 
the disease response in a patient. Therefore, sparse SHM (sSHM) is introduced in this presentation. The 
method combines estimation of the MD with variable selection by inclusion of an l1-norm constraint. 
 
Simulations are used to show that the sSHM model can identify the disease response in an individual 
patient more reliably compared to SHM. Subsequently, sSHM is applied to urine 1H-NMR metabolomics 
data for diagnosis of several orphan diseases. Additionally, the method is used in combination with 1H-
NMR metabolomics to obtain a very detailed assessment of the health status of five individuals and to 
closely monitor this status over time. 
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Online model maintenance is a main problem for developing NIRS applications. Perturbations 
appearance due to environmental changes, maintenance operation or aging of the instrument, often 
affect model performances. Model correction with classical methods such as bias and slope correction 
or model redevelopment are not always satisfactory strategies. 
The use of an orthogonalisation method can be an effective way to solve this problem and it is 
illustrated in this study with an industrial application. 
 
Monitoring of polyamide polymerization by NIRS is a well-known subject which gives excellent 
results. The measurements can be made at-line on powders or granulates, but can also be performed on 
line on powders or in molten medium. A PLS model allows to access directly the end of polymer 
chains, or less indirectly at the viscosity of the product. In this study, the viscosity prediction by PLS 
allows real time monitoring of the process. However, after several years of operation, an unidentified 
perturbation appeared, leading to the failure of the PLS model during several months. 
 
This industrial application is an ideal case for applying Dynamic Orthogonal Projection [1] (DOP). The 
purpose of this chemometric method is to make the model independent from perturbations.  
The principle is to rebuild spectra as if they were measured without the perturbation. Only a small 
number of samples are needed to model the perturbation space. This is done by PCA, based on spectral 
differences between real spectra and reconstructed spectra. The calibration database is then projected 
orthogonally from this space and the model is rebuilt. The corrected model becomes independent of the 
presence or not of the perturbation and new spectra do not require any orthogonalisation processing 
before applying the model. 
 
DOP has been applied with success to correct the PLS model of viscosity prediction with few samples, 
whereas model redevelopment was not entirely satisfactory. Furthermore, the study of the spectral zone 
affected by the perturbation and corrected by DOP, has allowed to come back to the process to identify 
what went wrong and then act directly on the process. 
 
Maintenance and robustness problems of predictive models in NIRS are a real restraint for its 
expansion in the industrial world. DOP is an elegant mathematical solution which allow to overcome 
the impact of appearance and disappearance of perturbations with only few samples. 
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Biomedical vibrational spectroscopy is often challenged by a hierarchy of variability levels that occurs 
during sampling. When sampling for clinical studies, typically multiple specimen are taken per patient, 
many spectra are collected of each specimen and instrumental replicate or operator-related variability 
may occur. Predictive multivariate models are often challenged by these underlying and hierarchically 
occuring variability levels. In order to develop stable predictive models, it is desirable to estimate the 
variability that occurs at different levels. While guidelines for the number of samples that are required 
for training and testing of predictive models are readily available (e.g., [1]), guidelines for numbers of 
samples that are required at the different levels of variability have been missing so far.  
We propose to analyze the variance structure at different variability levels and at different steps in the 
modeling process by ANOVA simultaneous component analysis (ASCA) [2]. This allows identification 
of confounding factors that require a high number of samples in order to develop stable models.  
We demonstrate the proposed strategy and our findings with Raman spectra acquired in the context of 
circulating tumor cell identification.  

 
ASCA of data from [1]: bottom to top in each stack of 
bars: class squred distance (tumor vs. normal cells); 
confounders: cell line/patient variance; biological 
replicates; 3 groups of measurement days; cell-to-cell 
variance and noise. Left to right: Development 
throughout modeling. PLS clearly reduces variance on 
single spectra and between biological replicates; but 
much less so the variation between different cell lines. 
In contrast, subsequent LDA leaves mainly variance on 
the cells/spectra. 
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Multivariate Statistical Process Control (MSPC) based on multivariate methods like Principal 
Component Analysis (PCA) is a well known methodology in the chemometrics domain. This 
methodology is based on splitting the data collected from a process into a model and a residual sub-
spaces. Then, each of these sub-spaces are monitored with a different statistic, namely the D-statistic for 
the model space and the Q-statistic for the residual space. The D-statistic and the Q-statistic are monitored 
in a pair of Shewhart charts, where control limits are defined. Anomalous events are detected when these 
statistics exceed the control limits for one or a given number of consecutive sampling times in any of the 
two charts. Once an anomaly is detected, it should be diagnosed, so that problems within the process are 
timely identified and can be corrected for. 
 
Contribution plots are the most accepted tools for fault diagnosis within PCA-based MSPC. They show 
the contribution of each original variable to the anomalous value in any of the statistics. A reconstruction-
based method [1] was proposed as an alternative to traditional contribution plots. Both approaches are 
known to suffer from smearing [2], which affects the accuracy of the diagnosis. The smearing effect is 
not well understood yet, and it remains an open problem. 
 
Fault diagnosis can also be performed by using a recently proposed method referred to as oMEDA  
(observation-based Missing-data method for Exploratory Data Analysis) [3]. The goal of oMEDA is to 
identify the contribution of the variables to a given direction in the model or residual sub-spaces. This 
let us discover the relationships between observations and variables, which is useful for Exploratory Data 
Analysis. As such, the oMEDA approach is not limited to diagnosis for a single faulty observation, and 
allows the comparison between groups of observations in a specific sub-space. The main difference 
between fault diagnosis using oMEDA and contribution plots is that the former focus on the sub-space 
while the latter focus on a specific statistic in that sub-space. However, in a preliminar study we found 
that in most faulty situations, contribution plots and oMEDA identify the same related variables. 
 
The aim of this work is to present a comparison in fault diagnosis between contribution plots and 
oMEDA. The goal is to examine the common features and differences between these methods. 
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Nowadays a commodity in the industrial software industry, the application of principal 
components analysis (PCA) to monitor the state of a process with Multivariate Statistical Process 
Control (MSPC) charts is far from a venture. Its implementation in a commercial plant with a 
contemporary control and/or automation system requires a modest effort, given a stable process 
and the availability of a historian data base with abundant data representative of the normal 
operating conditions (NOC) for the plant. This work presents the development of an MSPC 
monitoring scheme for a continuous drug product manufacturing process, using information 
available at the R&D stage. At the time when the process is still being developed, the data 
representative of the expected NOC may not be abundant. Additionally, the product development 
efforts may have other experimental priorities, for example running experimental trials at different 
mass rates and/or configuration of the feeders, mixer, and/or tablet press equipment. 
 
The approach presented is based on the assumption that, regardless of the target set point for the 
main operating conditions (e.g. mass rate), the common cause variability in the process will remain 
the same. Hence the covariance structure for the variables in the system can be identified by a 
PCA model on a matrix resulting from the concatenation of data from multiple “trial runs” that 

were pre-centered around their mean values. An analysis of the loadings vectors reveals variable 
correlations that matches the expectations from a process engineering standpoint; and the 
corresponding movement in the scores space reveals directions of expected normal (and tolerated) 
variability, as well as patterns that can be matched with the startup and the shutdown of the system. 
 
Our case study presents the analysis of a model built with the data collected from the system of 
screw feeders that dispense material to the unit, as well as the analysis of the model obtained with 
data collected from the tablet press. Furthermore, a method is presented to determine the lag time 
between a measurement vector from the feeders, and a measurement vector from the tablet press; 
such that a combined lagged model can be built. The combined model eases the holistic 
identification of contributions in the case of a disturbance, and the use of the three models (one 
per system and the combined) in tandem provides a complete monitoring approach for the system 
as a whole. 
 
The online implementation of the above assumes that the mean value for the process variables in 
the upcoming manufacture run is known a-priori. This may not be true in the early lifecycle of the 
process, and as such we propose a method that provides an adaptive estimate of the mean to mean-
center upcoming measurement vectors. Several approaches to achieve this are contrasted and 
discussed in terms of their ability to detect unwanted disturbances.
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In the last two decades analytical instrumentation has increased the amount of measurement it can 
provide by a few orders of magnitude. This high-throughput revolution has been accompanied by an 
increment in the instrumental complexity as well as in the analysis and variability control of the 
measurement systems.  Proteomics, metabolomics, genomics and even green bioenergy fields have 
benefited by the availability of big data.  However, in order to draw significant chemical and biological 
conclusions from these highly hyphenated instrumental setups, it is imperative that we can control the 
sources of variability and being able to identify situations when the instrumentation is providing sub-
optimal performance. These issues have being recognized and a significant number of freely available 
tools have been introduced that monitor different analytical techniques. Unfortunately, most of these 
approaches tend to produce an large number of quality control variables that in many cases are 
redundant, highly collinear and composed by non-linear relationships. On top of that, they are usually 
analyzed from an univariate quality control scenario neglecting the intrinsic correlation that they 
exhibit.   Statistical process control (SPC) is a robust set of tools that aids in the visualization, 
detection, and identification of assignable causes of variation in any process that creates products, 
services, or information. In this work, we describe a framework that has been implemented based on 
diverse aspects of SPC such as: multivariate control charts and Pareto analysis among many others.  It 
is able to identify the most informative variables and pre-process them in such a manner the quality 
metrics are robustified to minimize the effect  instrumental tuning and calibration events. The 
framework can also identify out-of-control situations and suggest corrective actions to keep the 
instrumentation working an optimal fashion. Two study cases: one applied to a large proteomic study 
using LC-MS/MS and the other to the characterization of lignocellulosic biomass using Pyrolisis-
GC/GC/MS will be presented to showcase the framework and its numerous possibilities.  
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In recent years, there has been an increasing interest in the link between the microbiome and human 
health and disease. A first step towards better understanding of the interactions between host and 
microbiome is to investigate microbial communities in terms of their diversity and abundance. Data is 
most often obtained by sequencing and are summarized in a table with counts per species and subjects. 
The dominant way of analyzing microbiome data in a multivariate manner is by using indirect analysis 
i.e. transforming the data into distances and subsequently analyse those distances.  
 
Here we wish to use direct analysis (i.e. using the raw data) to unveil relationships between microbiomes 
and a second block of variables. When the relations between the blocks are (assumed) to be symmetric, 
one can use Canonical Correlation analysis (CCA) [1]. Penalized CCA was introduced to overcome 
disadvantages typically encountered when analyzing high-dimensional data (see e.g. [2]). Such penalties 
can be posed on the estimated weights of the model, usually an L2-norm or L1-norm penalty is used.  
 
In case of microbiome data we can use prior knowledge, in the form of the known phylogenetic relations, 
to guide the shrinkage procedure. This information can be utilized by using a Laplacian matrix containing 
both the topology of the phylogenetic tree and distances between species. In this research the aim is to 
connect the microbiome with common childhood illness. Hence, our second block of data consists of 
diary reports of the symptom burden related to childhood illness, measured over time. These data can be 
included in different forms. A first option is to summarize the measurements within a certain time 
window to a single value per symptom. Alternatively, when dynamics are assumed to be informative, we 
can include the diaries as ‘signals’. In this setup we consider the different symptoms as smooth curves 

within the time window and estimate those using P-splines [3]. This results in a penalized CCA with the 
microbiome in one block and a set of functional variables as the second block. 
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Principal component analysis (PCA) and multivariate curve resolution (MCR) models have been 
proposed to obtain a set of key pathways in metabolic networks, assuming steady state conditions [1,2]. 
These pathways or modules in the network are identified using the existing relationships between 
metabolic fluxes, measured experimentally. Recently, a new method called principal elementary mode 
analysis (PEMA) [3] has been proposed to model this kind of data. The methodology is based on the flux 
projection to a reduced set of elementary modes (EMs) of the metabolic network. The EMs are the 
simplest representations of pathways crossing the metabolic network. Basically, each EM connects 
substrates with end-products concatenating reactions in a thermodynamically feasible way. For non-
steady state cases, e.g. when measuring the concentrations of the metabolites at early stages after 
perturbation, 13C-metabolic flux analysis (MFA) [4], dynamic flux balance analysis (DFBA) [5,6], and 
the Goeman's Global test [7] have been proposed, among other methods. 
Here we define a new framework to model non-steady state metabolic fluxes. This methodology is based 
on the novel concept of dynamic EMs (dynEMs), i.e. EMs that are used partially at each time point of 
the experiment. In this way, we propose dynamic elementary mode regression discriminant analysis 
(dynEMR-DA) to identify the set of dynEMs whose activation pattern allows discriminating between 
different biological conditions. 
Actual [7] and simulated [8] non-steady state flux data sets from Saccharomyces cerevisiae are analysed 
using this methodology, identifying the most discriminant dynEMs when changing the initial 
concentrations of glucose and ethanol, and when changing from aerobic to anaerobic conditions. 
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Metabolomics aims to analyze the entire pool of endogenous metabolites in biofluids and is then 
particularly indicated to extract biochemical information reflecting biological events [1,2]. Analytical 
methods used in metabolomics produce spectra for each experimental unit wich result in multivariate 
databases typically characterized by a number of correlated variables (descriptors) greater than the 
number of experimental units [3]. It is therefore unpossible to detect spectral differences by visual 
inspection and systemic differences are often masked by random variations (noise). Therefore, biomarker 
discovery involves the use of multivariate statistical tools to highlight descriptors which are consistently 
modified by the different biological states [3]. 
Two methods developed about ten years ago [4,5] which combine ANOVA and PCA, include the 
information from the design of experiment. Those methods are called ASCA (ANOVA-simultaneous 
component analysis) and APCA (ANOVA-principal component analysis). Their major limitation is that 
they provide biased estimators of the effects of factors when designs are unbalanced.  
This presentation will introduce two new methods: ASCA+ and APCA+ that allow, respectively, to 
extend the use of ASCA and APCA to unbalanced designs by using least squares estimators rather than 
simple differences of means. Figures 1 and 2 illustrate the advantage of ASCA+ compared to ASCA in 
the highlighting of biomarkers corresponding to a factor of interest in a complex experimental design. 
The data correspond to urine samples of rats spiked with different concentrations of hippurate and citrate. 
ASCA and ASCA+ are used to analyze the effect of both products on spectral profiles. Figures 1 and 2 
show respectively the loading plot of the factor citrate with ASCA and ASCA+ on an unbalanced dataset. 
With balanced designs, ASCA and ASCA+ give identical results, but in unbalanced cases, ASCA 
provides biased estimates while ASCA+ is unbiased. It can be seen in Fig. 1 that citrate is highlighted 
but hippurate is also detected due to errors of estimation. In ASCA+ (Fig. 2), only citrate is detected. 
ASCA+ is then able to correctly discriminate biomarkers associated with factors of interest also in cases 
of unbalanced designs. 

 
 
 
 
 
 
 
 

Figure 1: loading plot of the factor citrate on PC1 in ASCA.                              Figure 2: loading plot of the factor citrate on PC1 in ASCA+. 
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The analysis of inks was performed to verify the occurrence of forgery in documents. Spectroscopic 
methods have become an attractive technique in forensic document analysis, since they preserve the 
integrity of the documents [1]. In this work, it is proposed a method for pairwise analysis of blue pen 
inks of different brands of the same type. Five ballpoints, four rollerball and three gel pen brands were 
tested in standard samples produced in white sheet of paper, weight 75g/m2. Each ink stroke was 
performed simulating a cursive handwriting [1]. The visible reflectance spectra were obtained by the 
Video Spectral Comparator 6000 and the analysis performed by Multivariate Curve Resolution – 
Alternating Least Squares (MCR-ALS). Twenty spectra were obtained for each ink stroke along of the 
trace. Figure 1 present the step by step of the analysis. The method was also validated by the analysis of 
a blind test and a real forensic case. In all comparisons, it was possible to correctly discriminate all pen 
brands tested by the relative intensities and the pure spectra obtained by the MCR-ALS. The decision 
about the similarity or discrimination of the inks was performed by Wilcoxon-Mann-Whitney 
significance tests, at the 0.05 significance level. In the blind test four volunteers selected randomly four 
pens, chosen from twenty-five possibilities. Ink strokes were produced with these pens, which were 
analyzed according the proposed method. The results showed that all inks were considered incompatible 
when the brands were different and compatible for the same brands. The method has proved to be 
accurate and robust regarding the handwriting of different individuals and pen batches in the blind test. 
The analysis of the real case consisted of a written contract on white paper weight of 75 g/m2, containing 
signatures. The results demonstrated that the inks in the signatures were compatible with the same pen 
brand. This result was consistent with the result of the classical analysis performed by a forensic expert. 
The proposed method is non-destructive, fast, requires only a small amount of ink and is robust regarding 
instrumental variations of the spectrometer. 
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Experimental designs of metabolomics experiments often comprise factors such as concentration of drug 
or toxicant, time, and/or gender or age of the study organism. Recently, regularized MANOVA 
(rMANOVA) was proposed for the analysis of such experiments [1]. The model is a weighted average 
of the ANOVA simultaneous component analysis (ASCA) and MANOVA models and contains these 
techniques as special cases. The optimal weight is determined in a data driven fashion employing a Stein-
type shrinkage estimator of the within-group covariance matrix. It was shown that rMANOVA 
outperforms ASCA and MANOVA under many scenarios. However, only data with hundreds of 
variables such as binned 1H-NMR spectra were considered.   
 
The present work focuses on extending the application of rMANOVA to mass spectrometry data 
typically with thousands of variables (peaks). Efficient computation becomes necessary, and changes in 
the rMANOVA algorithm are introduced that considerably reduce the numerical load and speed up the 
calculations. Additionally, a false discovery rate procedure is introduced to assign significance to the 
variables. Simulated and real data examples are used to study the performance of the modified 
rMANOVA approach for different numbers of samples and variables. Performance is assessed with 
respect to proper discrimination between the groups of conditions for a specific factor and identification 
of associated key metabolites. We conclude that rMANOVA is a highly promising method for analysis 
of multi-factor MS metabolomics data.  
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The increasing complexity of new forms of crime and the need by those who administer justice for 

higher standards of scientific work require development of new approaches for measuring the evidential 
value of physicochemical data of trace evidence  recorded by application of numerous analytical methods 
. The methods used for evaluation of these data should reveal the role of the forensic experts in the 
administration of justice. This means that such data (evidence; E) should be evaluated in the context of 
two competing propositions H1 and H2 formulated by two opposite sides in the legal proceeding, i.e. 
respectively prosecution and defence. Nowadays, the best method of evaluation of evidential value of 
physicochemical data for forensic purposes seems to be an application of likelihood ratio test 
(LR=Pr(E|H1)/Pr(E|H2)) in so-called comparison and classification problem [1]. 

Till now, the LR models have been applied for evidence evaluation only in situations when the number 
of objects in database (m) exceeded the number of the variables (p) describing them (m >> p) [e.g. 1]. 
The problem emerges in the case of highly multivariate data such as spectra stored in the numerical form, 
for which the situation is opposite (m << p). This is because it is indispensable to use huge database (so 
that m>p) to reliably estimate the relevant parameters of the population for multidimensional data using 
LR approach – like sources of errors (within and between object variability) and rarity of determined 
physicochemical features. Therefore, in the aim to cope with this inconvenience new models/strategies 
for data interpretation have been proposed by authors. They benefit from the best features of chemometric 
tools (reduction of data dimensionality and selection of the best variables) and likelihood ratio tests 
(expressing in a probabilistic way the support of physicochemical data for particular hypothesis and 
taking into account in one calculation run important factors like sources of variability and rarity of 
physicochemical data). The correctness and effectiveness of the proposed models could be verified by 
estimating the rates of false positive and false negative answers and, additionally, by using the Empirical 
Cross Entropy approach [e.g. 1]. 

The aim of this presentation is to illustrate the overview of strategies which combine LR test with 
information obtained from chemometric tools like principal component analysis (e.g. determination of 
the geographical origin of olive oil [2] or wines [3]), wavelet transformation (e.g. comparison problem 
of blue car paint samples analysed by Raman spectroscopy or polypropylene samples analysed by 
infrared spectroscopy [4]), linear discriminant analysis (e.g. determination of the geographical origin of 
olive oil [2] and evaluation of elemental composition of glass samples) or distance representation (e.g. 
comparison problem of infrared or Raman spectra as well as pyrograms of samples collected from car 
bodies).  
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 One of the main goals in metabolomics is the identification of biomarkers – metabolites which 
are capable of distinguishing between groups of, e.g., healthy and unhealthy patients.  There are various 
methods for identifying biomarkers in the statistical field. Difficulties arise by facing the so-called 
„size effect”, which occurs due to different sample volume or concentration. In that case, the true signal 

is hidden in the data structure, and it can be revealed only after a special treatment. One possibility is to 
normalize the data first, other possibilities include certain transformations, see e.g. [1]. 
 
 Here we propose a method that makes use of the log-ratio approach [2]. We use the elements of 
the variation matrix, which are defined as the variance of log(xi/xj), for all pairs of variables xi and xj . 
The advantage of log-ratios is that the absolute concentration is irrelevant, which is appropriate in this 
context. The variation matrix is computed for the joint data, as well as for the single groups separately. 
A statistic is then constructed, involving all three sources of information. Since the distribution of the 
statistic is unknown, we use the bootstrap technique; biomarkers are then considered as variables where 
most of their pairwise log-ratios are significantly different. 
  
 The method has been tested on simulated data as well as on real data sets. The simulations have 
been carried out according to the scheme outlined in [1]. In both the low-dimensional (9 variables) and 
the high-dimensional (500 variables) situation, the new proposal shows excellent behavior with respect 
to the true positives, false discovery and false negative rates. These simulations reveal slight advantages 
over PQN normalization, the method which turned out in [1] as the best among all considered options. 
The new pairwise log-ratio method has the big advantage that it can easily be robustified against outliers 
in the data, by simply using a robust estimator of the variance. 
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Edible vegetable oils are a kind of important food in our daily life，ensuring the authenticity of 
food has been a problem for millennia. As the same as adulteration of olive oil in western countries, 
adulteration in other high-price oils is still the biggest source of agricultural fraud problems. Therefore, 
it is a great demand for a reliable method to detect such adulterations. The authenticity identification 
model was built by the one-class partial least squares (OCPLS) classifier for edible oils. Subsequently, 
the established model was validated by independent test sets. Moreover, counterfeit oils adulterated with 
different levels of other edible oils were simulated by the Monte Carlo method and employed to test the 
lowest adulteration level of this one-class classifier. According to MCCV with a sampling ratio of 0.8, 
when the number of significant OCPLS components was set to 8 (δ2 = 10), the lowest standard deviation 

of residual of cross validation was obtained. The samples in training set by OCPLS with the fatty profiles 
of pure peanut oils could be completely identified. The counterfeit oils with different adulteration levels 
(3%-12%) were simulated to check the lowest adulteration level of this model. As shown in Figure 1, the 
OCPLS model just misidentified 3 adulterated peanut oils as authentic peanut oils at the adulteration 
level of 3%, indicating that the accuracy rate of this model equals 92.5% (37/40) for the adulterated 
peanut oils with the adulteration level of 3%. When the adulteration level is higher than 3%, this OCPLS 
model could completely detect these adulterated peanut oils. Thus, the lowest adulteration level of this 
OCPLS model is set to 4%.  
 

 
Figure 1 Prediction for adulterated peanut oils with the adulteration levels of 3%-12% 
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Super-resolution wide-field fluorescence microscopy can provide structural information at the 
nanoscale and dynamic insight about biological processes in live cell samples. In general, the available 
information in super-resolution images is related to the density of emitters, with more emitters leading 
to more information. One of the strategies for obtaining a high spatial resolution is based on the 
sequential imaging and localization of sparse subsets of blinking fluorophores distributed over 
thousands of images (movie frames), resulting in a high-density image of their positions and intensities. 
However, to obtain a high spatial resolution on short time sampling, and potentially probe dynamic 
processes in live cells, this principle must be extended to the analysis of high-density of emitters 
distributed over a few tens of movies frames only. As many emitters are simultaneously active, their 
emissions strongly overlap and single-emitter fitting methods collapse. Thus, analyzing high-density 
super-resolution data, the development of new methods and image processing algorithms remains a 
topical and challenging issue for dynamic imaging and faster super-resolution experiments. 
The cornerstone of high-density super-resolution single-molecule fluorescence imaging is data analysis 
and involves several steps ranging from preprocessing,[1] e.g. image background handling, to post-
processing, e.g. image rendering, clustering, etc. The core of our approach is the SPIDER algorithm for 
SParse Image DEconvolution and Reconstruction.[2,3] This approach tackles the image deconvolution 
problem in a penalized regression framework by implementing an approximation of the L0-norm. 
In this talk, we present the processing and analysis approaches developed, which can be relevant to 
analyze other types of image time series. We illustrate the result obtained on different data, including 
protein-labeled mitochondria in a HEK293-T cell observed in wide-field fluorescence microscopy. On 
this example we demonstrate a resolution of 50 nm over a time sampling as short as 0.5 s. On overall, 
we show that we can work with higher densities of active emitters, for faster imaging, allowing the 
investigation of highly dynamic structural and morphological changes that membrane organelles 
undergo to accommodate the continuous processes occurring in live cells. 
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Spectroscopic imaging techniques become more and more powerful for biologists and material 
scientists as data on the molecular composition of the sample can be aqcuired in context with the 
(micro-)structure. Not to be overwhelmed with the huge amount of data generated by modern imaging 
techniques like Infrared or Raman microscopy, multivariate data analysis plays an important role by 
extracting the most relevant information and revealing important changes, relationships, trends and/or 
gradients [1]. Confocal Raman imaging offers a non-destructive and relatively quick characterization of 
biological samples with a spatial resolution limited by the diffraction of light [2]. Mapping a sample 
with the best achievable spatial resolution (~300nm) means that thousands of spectra (each 
representing around 3,800 wavenumbers) are acquired even if only one cell (~20 x 20 µm) is measured. 

With thousands of spectra and wavenumbers in the image it is necessary to compress the data to be able 
to describe the sample in a more simple meaningful way. Biological samples usually do not give 
Raman spectra with only a few sharp bands, but show many overlapping broad features representing 
the multicomponent nature. It is obvious that most of the pixels do not reflect pure components but 
mixtures of 2 or more components. Due to the overlapping bands and multicomponent nature band 
intensity and integration give only in a few cases good results and multivariate approaches are 
necessary to extract a maximum of information. Depending on the research questions and  method 
constraints it is essential to choose the right multivariate approach, but also to compare the results 
based on different methods to reveal the most meaningful facts or relationships. 
Different types of unmixing algorithms to reveal the most pure components independent of the 
„maximum explained variance constraint” have been developed in the last decade including “Vertex 
Component Analysis” (VCA) [3], Non-negative Matrix Factorization (NMF) [4] or Multivariate Curve 
Resolution Alternating Least Squares (MCR-ALS) [5]. The potential of  Raman Imaging [6] and VCA 
has been succesfully exemplified in the mature plant cell wall [7]. We present the comparison between 
these different algorithms for analysing hyperspectral data generated on plant cell walls and the 
standard univariate approach e. g. band integration. We demonstrate the power of multivariate methods 
in combination with Raman microscopy to elucidate and unravel hidden features in the complex and 
highly variable plant cell wall.  
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Raman spectroscopy (RS) is non-invasive, rapid and sensitive. Thus, RS represents a promising 
technique for studying biomedical samples. However, although RS has the maximum specificity among 
all optical techniques for detecting molecular changes, the interpretation of Raman spectra is complex. 
During the past decades applications of Raman spectroscopy have been focused to discriminate several 
groups of samples by means of multivariate analysis. However, little information can be obtained from 
those methods to extract meaningful molecular components from the Raman spectra that could be 
assigned to pure molecules constituting the sample and monitor them during a biochemical process. For 
this reason, we proposed to apply Multivariate Curve Resolution (MCR) to deconvolve pure molecular 
components from the Raman spectra and monitor its content in the tissue or cell over the illness or 
biological process under study. MCR requires minimal a priori knowledge of the system providing 
objective and chemically meaningful information.  
We present several successful biomedical applications of our approach in different fields like 
neuroinflammation, cancer or food analysis. First, retinal tissue is damaged during inflammation in 
Multiple Sclerosis. We assess molecular changes in murine retinal cultures suffering inflammation by 
RS [1]. By using MCR analysis, we deconvolved 6 molecular components suffering dynamic changes 
along inflammatory process. Those include the increase of immune mediators, changes in molecules 
involved in energy production and decrease of Phosphatidylcholine. Following this work, individual 
retina cell lines are studied inducing different challenges to investigate which metabolites are synthetized 
in each cell line. RS combined with MCR allows monitoring the evolution of retina inflammation based 
in a number of molecular components sensitive to inflammation. 
Second, we study the molecular composition of cancerous tissue and healthy tissue by Raman imaging, 
identifying regions that are compositionally changing during the previous steps of malignancy. This, 
combined with our previous work on cells studying the Epithelial to Mesenchymal transition (EMT) [2] 
shows that our approach permitted to deconvolve and track biomarkers for cancer aggressiveness and 
prognosis. 
Finally, applications in food monitoring as the tomato ripening imaging will be shown. 
Thus, the combination of Raman imaging of biomedical samples and MCR represents a novel 
methodology that will push forward the applicability of RS for non-invasive monitoring of the 
biochemical content in vivo. 
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Counterfeiting is a crime with dreadful consequences, especially in the case of medicines. All types of 
counterfeits can be found, from the ones devoid of active pharmaceutical ingredient (API) to under dosed 
medicines. Organised criminal networks have proven to be behind the production and selling of 
counterfeit medicines. Fast and reliable analyses are consequently necessary to confirm the cases and 
evaluate the risk encountered by the patients. Near Infrared spectroscopy (NIRS) presents many 
advantages for that purpose. It is indeed a fast, non-destructive method, that provides chemical and 
physical information about the analysed samples. Thanks to chemometric tools, the chemical and 
physical signature of a suspect sample can be rapidly compared to the genuine references, providing a 
fast yes/no answer. The difficulty in the NIRS analyses resides in the computation of the right models 
for a correct and easy authentication. Several techniques have been published so far for counterfeit 
identification of tablets and capsules. The methods that will be presented consist of the NIR identification 
of all the tablets produced by Roche, which represents 30 pharmaceutical products, each of them 
possessing at least one dosage. The novelty of these results resides especially in a huge dataset, composed 
of more than 7000 spectra. The spectra were first investigated by Principal Component Analysis (PCA) 
and then different supervised techniques, namely the Support Vector Machines (SVM) (SVC kernel 
linear and Radial Basis Function), the K-Nearest Neighbors (KNN) and the Discriminant Analysis (DA). 
The different chemometric models were validated and then tested against each other product, and 
additionally against 94 counterfeits, generics and placebos as challenging samples. Additionally NIR 
handheld spectrometers have been evaluated in this study for the analysis of counterfeited tablets. The 
use of handheld instruments would enable the detection of counterfeits on the field. These results will 
also be presented and compared with the data obtained with the lab instruments.  
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All commercial polymers are influenced by the surface segregation of minor components. The 
presence of such molecules at the surface of a polymer can have a deleterious effect on performance, 
such as adhesion, biocompatibility and other surface-active processes. These layers are often only a few 
nanometres in thickness and are therefore not suitable for analysis by conventional chemical methods. 
The solution is to use a surface specific method such as time-of-flight secondary ion mass spectrometry 
(ToF-SIMS). ToF-SIMS is based on the detection of ionised molecules, molecular fragments or atoms 
generated by sputtering as a result of the bombardment of primary ions onto the surface of the sample 
to be analysed. Only the fragments from the first few monolayers of the sample will have sufficient 
energy to overcome the surface binding energy and leave the sample [1]. 

Over the last twenty years, the use of multivariate methods has increased significantly within the 
SIMS community. This is mainly due to the constant development of the technique towards better 
mass, lateral and depth resolutions. State-of-art spectrometers in dual beam depth profile mode will 
typically generate datasets distributed throughout a 3D cube containing 256x256x500+ voxels with 
each voxel containing 1,000,000 spectral channels (resulting in more than 3.2×1013 data points). 
Cumpson et. al. have recently proposed a method for computing the SVD of large datasets using a 
random vectors algorithm, enabling PCA of such huge datasets to be done in conventional computers 
[2]. Another way to process the data with no loss in resolution is by means of low discrepancy 
subsampling, since ToF-SIMS data have a fundamental volume in which voxels will be highly 
correlated [3]. 

This work presents the analysis of ToF-SIMS data of automotive grade polypropylene under 
heating conditions. Such copolymers are filled with particles and a number of processing aids and other 
additives are used to improve behaviour and performance [4]. The samples were mounted on a special 
sample holder that allows temperature control in ultra-high vacuum, enabling in situ ToF-SIMS analysis. 
The data is stored in a 3D cube in which each layer represents a point in time containing a 500x500 µm2 
image with a full mass spectrum in each pixel (as shown in Fig. 1). PCA and MCR results enabled 
insights on the diffusion mechanism of molecules that segregate to the surface under high temperatures 
and interfere in surface activation processes such as flame treatment [5]. 
 

   
 

Figure 1: Experiment description. 
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The aim of this study was to investigate the potential of ensemble Monte Carlo Variable Selection 
(EMCVS) [1] to identify the relevant portions of 1H NMR spectra suitable for use as a metabolite 
fingerprinting tool. Datasets from an experiment on mushroom (Agaricus bisporus) quality and two 
publically available datasets, namely urine samples of rats [2] and wine samples [3] were examined. 
NMR spectra of physically damaged and sound mushrooms were obtained and variable selection using 
EMCVS was carried out in order to (a) discriminate between mushrooms that had been subjected to low 
levels of damage and those that were undamaged and (b) to investigate the chemical changes induced by 
low levels of mechanical damage. NMR spectra from urine samples of rats fed with different 
concentrations of onion by-products to identify dietary biomarkers, and from a wine dataset employed to 
improve the accuracy of calibration models for ethanol, glycerol, lactic acid, methanol and malic acid 
content. EMCVS was compared to other PLS based variable selection methods as Variable Importance 
on Projection, Selectivity Ratio [4] and Significance Multivariate Correlation [5]. In each dataset, 
EMCVS selected fewer variables while maintaining a low predictions error, demonstrating its potential 
for metabolite fingerprinting. 
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Anisotropy resolved multidimensional emission spectroscopy (ARMES) is a potentially useful 
analytical technology platform for the rapid, in-situ, non-contact analysis of multi-fluorophore 
macromolecules such as proteins [1].  The method combines anisotropy and multidimensional 
fluorescence measurements with factor-based chemometrics like Multivariate Curve Resolution (MCR).  
In order to apply ARMES to intrinsic protein fluorescence, it was critical to be able to collect polarized 
fluorescence data in the λex/em=250-300 nm region and also to have a stable standard for method 
validation.  This UV requirement made the commonly used thin film polarizers (TFP) unsuitable as they 
absorb below 290 nm. Instead, we used wire grid polarizers (WGP) because of their better UV 
transmission even if they have a poorer extinction ratio (~1:10) in this region.   

Perylene, a very well know anisotropic rotor, was selected as a standard for ARMES because it 
is chemically stable and has two emission bands: a short wavelength (λex/em ~ 254 nm/440 nm) and a long 
wavelength (λex/em ~ 434 nm/440 nm).  These correspond to two electronic states with orthogonal 
excitation dipoles, generating very different anisotropies [2].  Glycerol solutions of 1µM Perylene were 
analyzed in triplicate at 25°C, over a wide wavelength range by excitation-emission matrix (EEM) and 
total synchronous fluorescence scan (TSFS) using both WGP and TFP fittings.  For the WGP, there was 
no spectral reshaping, and because of the non tri-linearity of TSFS data [1], we could not recover reliable 
components by MCR.  With EEM data, the issue of the Rayleigh scattering inducing distortion of 
anisotropy measurements is very serious.  In the case of Perylene, the scatter overlapped the most intense 
emission band and thus interpolation based correction was not accurate.  Another solution was to use the 
algorithm developed by Rinnan et al. [3], which shifted the Rayleigh scattering into low-rank bilinear 
data.  This allowed modelling scatter as a separate set of components after which it was subtracted from 
the original data to enable accurate MCR modelling of the fluorescence emission.  

Using this method, Rayleigh scatter was fully removed and accurate anisotropy values were 
recovered.  Using EEM-TFP data for the low energy band a constant anisotropy of 0.220 ± 0.002 was 
obtained (single measurement dispersion of 3.7%), that was comparable to the equivalent TSFS data: 
0.219 ± 0.003 (single measurement dispersion of 3.2%).  Those results are also very similar to the 
literature values (0.22) obtained under similar conditions, using Glan-Thompson polarizers [4].  With a 
single WGP, r = 0.181 ± 0.004 (4.5%) was obtained with EEM and 0.182 ± 0.007 (4.4%) with TSFS.  
The use of a double WGP improved the extinction ratio, which increased the anisotropy value to 0.204 
± 0.002 (3.5% variation) and 0.203 ± 0.001 (3.7%).  This was closer to other literature sources (0.197 ± 
0.002) [2] and the variances can be explained by the different relative efficiencies of the various 
polarizers.  This now enabled the accurate recovery of anisotropy values for individual MCR factors in 
multi-fluorophore mixtures.  
 
Acknowledgement: This research was supported by an Irish Research Council postgraduate award to YCB and the loan of 
a fluorescence spectrometer by Agilent Technologies. 
References: 
[1] R.C. Groza, B.Y. Li, A.G. Ryder, Analytica Chimica Acta, 886, 133 (2015). 
[2] M.D. Barkley, A.A. Kowalczyk, L. Brand, The Journal of chemical physics, 75, 3581 (1981). 
[3] Å. Rinnan, K.S. Booksh, R. Bro, Analytica Chimica Acta, 537, 349 (2005). 
[4] J.B.-A. Johansson, Journal of the Chemical Society, Faraday Transactions, 86, 2103 (1990). 



O-32 
 
A GEOSTATISTICAL APPROACH FOR EVALUATING PREDICTION MAPS 

FROM HYPERSPECTRAL IMAGES  
 
A. Herrero-Langreo1, B. Tisseyre2 , N. Gorretta1 , M. Nouri1, R. Bendoula1, J.M. Roger1 

 
1. UMR-ITAP, Irstea.  361 rue Jean-François Breton BP 5095, 34196 Montpellier Cedex 5, France 

2 . UMR ITAP, Montpellier SupAgro, Bât. 21, 2 Place Viala, 34060 Montpellier, France  
anahelangreo@gmail.com  

 
 

Introduction: Applying a calibration model onto hyperspectral (HS) images is of great interest because 
it produces images of chemical or physical properties. Usually, the main difficulty of this process is that 
such models need to be calibrated or transferred, and so requires both image spectra and corresponding 
response values. Furthermore, these response values, also known as "ground truth", are also necessary 
for evaluating the quality of the estimations on the predicted images.  Measuring ground truth can be 
difficult, either because of time, cost or practical constraints. Moreover, in laboratory images taken at 
high spatial resolution, the pixel size of the HS images is usually much smaller than the minimum sample 
volume needed to obtain a wet chemical measurement. In such circumstances, there are two common 
approaches: to calibrate the model using the mean spectra of the imaged samples or to bypass the model 
calibration with resolution methods, such as MCR. In some cases, databases relating laboratory point 
spectra and the response to estimate already exist or they are easier to acquire than a database based on 
HS imaging. An appropriate alternative in this scenario would be to transfer those model calibrations to 
the HS images.  Once a model calibration is available and applied to the HS images, a second problem 
arises: how to evaluate the performance of these models on the image when ground truth is not available 
for each pixel?  
The objective of this work is to propose and test an approach to evaluate model estimations obtained 
from HS images. This procedure takes into account the spatial distribution of the estimated values as 
well as their mean ground truth value. 

Materials and methods: A predictive model built from a laboratory database of 934 point spectra was 
transferred and applied to HS images of sugar beet slices. Calibration transfer was done through a model 
update, introducing 112 mean spectra from the HS images on the model calibration. Images of soluble 
solids content estimations were obtained as a result. The number of latent variables considered in the 
model was modified from 2 to 18 in order to provide a range of variation regarding the model 
performance. Finally, a two-step procedure was tested for the evaluation of the estimations response 
images:  
1) A geostatistical approach to evaluate the structure of the image. This procedure can be applied, without 
using ground truth values, to test if the spatial distribution of the estimations is coherent with the nature 
of the measured samples,  
2) The bias of the model was then tested using mean ground truth values of the whole sample on the 
image.  

Results and conclusions: Geostatistical indexes, extracted from the semivariograms of  prediction maps, 
were found related to the number of latent variables used in the model as well as to the standard deviation 
of the estimations. Particularly, the nugget effect was related to the RMSEP and the number of latent 
variables  of the model. As an original contribution, the presented approach allowed to evaluate not only 
average estimations,  but also the spatial structure of prediction maps obtained from hyperspectral 
images. 
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The objectives of this work were: 1) to determine if polycyclic aromatic hydrocarbons (PAHs), 
polychlorinated dibenzo-p-dioxins (PCDDs) and dibenzofurans (PCDFs) could be detected in very 
small human serum samples and 2) to determine if these PAH and PCDD/PCDF concentrations could 
serve as markers of exposure to environmental hazards such as burn pits and motor vehicle exhaust. 
Using a  cloud point extraction method, 100 µL samples of serum collected from 400 persons, PAHs 
and PCDDs/PCDFs were then analyzed in the extracts using GC/MS methods. Of the 400 individuals, 
200 had deployed to Iraq or Afghanistan (CASE) and the rest had not deployed to a combat zone 
(CONTROL)  Samples were collected pre- and post-deployment.  Naphthalene was found in 661 of the 
800 samples and was statistically different in post-deployment personnel relative to pre-deployment.  A 
2-factor ANOVA on ranks found the CASE values were different than the CONTROL values 
(p<0.001) and pre- and post-deployment samples were different (p<0.001). Using paired rank sums 
tests, the pre- and post-deployed CASE samples were statistically different.  The pre- and post-samples 
for the non-deployed were not different. Unpaired rank sums tests for the CASE pre-samples and 
CONTROL pre-samples were different while CASE post-samples were not different from the 
CONTROL post-samples. No other PAHs showed significant differences.  For the PCDDs/PCDFs, 4 
compounds (1,2,3,4,6,7,8-Heptachlorodibenzo-p-dioxin (HpCDD), Octachlorodibenzo-p-dioxin 
(OCDD), 1,2,3,7,8,9-Hexachlorodibenzofuran (HxCDF), and 1,2,3,4,6,7,8-Heptachlorodibenzofuran 
(HpCDF)) were found in 291, 330, 259, and 265 samples, respectively.  The 2-factor ANOVA on ranks 
showed all 4 compounds having significant differences between CASE and CONTROL and between 
pre- and post-deployment samples. However, only 1,2,3,7,8,9-Hexachlorodibenzofuran was 
significantly different between pre- and post-deployment CASE samples and was not different between 
pre- and post-deployment CONTROL samples.  
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The goal of multivariate receptor modeling is to identify the major pollution sources and quantify their 
impacts based on ambient measurements of pollutants. This goal cannot be easily achieved because of 
several obstacles preceding estimation of pollution source profiles and their contributions. Often the 
number of major contributing sources is unknown. Also, even with the known number of sources, 
estimation of source profiles and contributions is hindered due to the lack of prior knowledge on 
appropriate identification conditions for eliminating factor indeterminacy. With the EPA Speciation 
Trends Network, extensive multivariate air pollution data obtained from multiple monitoring sites 
(multi-site multi-pollutant data) are becoming available. Although considerable research has been 
conducted on modeling multivariate space-time data in other contexts, there has been little research on 
spatial multivariate receptor models for multi-site multi-pollutant data. We present a Bayesian spatial 
multivairate receptor modeling (BSMRM) approach that can incorporate spatial correlations in multi-
site multi-pollutant data into the estimation of source composition profiles and contributions, based on 
the discrete process convolution model for multivariate spatial processes. The new BSMRM approach 
enables predictions of source contributions at unmonitored sites as well as simultaneously dealing with 
model uncertainty caused by the unknown number of sources and identifiability conditions. The new 
approach can also provide the uncertainty estimates of predicted source contributions at any location, 
which was not possible in previous spatial multivariate receptor modeling. The proposed approach is 
applied to 24-hour ambient air concentrations of 17 Volatile Organic Compounds (VOCs) measured at 
nine monitoring sites in Harris County in Texas, USA, during years 2000 to 2005. 
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The analysis of any chemical substance is a complex procedure that involves a large number of steps, 
from the first stages of the sample pretreatment to the final measurement. Every step is in need of control 
in order to ensure the maintenance of the sensitivity and repeatability of the analytical equipment and the 
reliability of the results finally yielded. This is especially important in routine analyses, where a certain 
sequence for the determination of some specific compounds is regularly carried out. 

Some of the variables in the analytical method can be easily controlled either by the analyst or by the 
software package of the equipment used; others require the design of a strategy to check if some change 
arises eventually, so reset will be needed. This is the case of the state of an inlet liner in a gas 
chromatograph. This work shows the evaluation of the performance of two different liners (one of them 
new, the other already used and thoroughly cleaned prior this study) over time while a migration testing 
of bisphenol F, bisphenol A and their corresponding diglycidyl ethers from polycarbonate glasses is 
conducted (bisphenol A-d16 has been used as internal standard). Regarding the control study, after the 
analysis of 216 samples (including standards at 50 µg L -1 of every substance, solvent blanks and system 
blanks), the mandatory unequivocal identification [1] of these five compounds in terms of relative ion 
abundances and relative retention time has been achieved thanks to PARAFAC decompositions, taking 
advantage of the trilinearity of GC–MS data. Next, the values of the predicted concentration of each 
analyte in every standard have been assessed, on one hand, by means of individual control charts, and on 
the other hand, using a principal component analysis carried out on the four analytes altogether. Both 
results have revealed the quite different behaviour of the two liners under study and the time point when 
the sensitivity of the equipment is drastically altered by the continuous use of the liner, so it should be 
replaced. This test means a greatly useful tool to monitor the validity of the estimations from a calibration 
model that is routinely applied in a laboratory for the quantification step. 
 

 
Acknowledgement: The authors thank the financial support provided by the Ministerio de Economía y Competitividad 
(CTQ2014-53157-R) and FEDER funds. 

References: 
[1] Guidelines for performance criteria and validation procedures of analytical methods used in controls of food contact 
materials, EUR 24105 EN – first edition 2009. 



O-36 
 

Receptor modeling of environmental aerosol data using MLPCA-MCR-ALS 
  

Yahya Izadmanesh 1,  Jahan B. Ghasemi2, Roma Tauler3 
 

1, Faculty of Chemistry, K. N. Toosi University of Technology, Tehran, Iran  
2, Faculty of Chemistry, University of Tehran, Tehran, Iran 

3, Institute of Environmental Assessment and Water Research, Spanish Council for Scientific Research (CSIC), Jordi 
Girona 18, Barcelona, 08034, Spain 

 
Email: yizadmanesh@mail.kntu.ac.ir 

 
Receptor models apportion the measured mass of an ambient particulate matter (PM) at a given site, 
called the receptor, to its emission sources by using multivariate factor analysis [1]. A general 
procedure for receptor modeling and source apportionment of PM data using multivariate curve 
resolution–alternating least squares (MCR-ALS) incorporating measurement uncertainty information is 
described. After pretreatment of the dataset for missing and less than detection limit values and 
categorization of variables based on their signal to noise ratios, maximum likelihood principal 
component analysis-alternating least squares (MLPCA-ALS) [2] and multivariate curve resolution-
weighted alternating least squares (MCR-WALS) [3]  were applied. Propagation of experimental 
uncertainty into MCR resolved sources was estimated by a numerical resampling method. Simulated 
noise was generated to be structurally similar to experimental data uncertainty.  and  added  multiple 
times to the dataset [4].  Comparison among MLPCA-ALS, MCR-WALS and positive matrix 
factorization (PMF) results confirmed the reliability of the proposed method. Using MLPCA- ALS 
over MCR-WALS has the advantage of  using  traditional MCR-ALS after  MLPCA as a preliminary 
data pretreatment. Because of existence of intrinsic selectivity in the measured chemical species, 
rotation ambiguities [4] were rather limited in this case. Results are shown for the analysis of a 
particulate matter (PM10) data set where main PM pollution sources were found to be secondary 
inorganic aerosols and traffic, as well as sea salt,  fossil oil burning,  biogenic and biomass burning. 
Keywords: Receptor modeling; Multivariate curve resolution-alternating least squares, Measurement 
uncertainty. 
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An important feature of analytical chemistry is that data of 
various kinds is being produced at an unprecedented rate. 
This is mainly due to the development of new instrumental 
concepts and experimental methodologies. It is also clear 
that the nature of the data we are acquiring is significantly 
different. Indeed in chemometrics, we are given data in the 
form of always longer vectors, where all but a few of the 
coordinates turn out to be irrelevant to the questions of 
interest, and further that we don’t necessary know which 

coordinates are the interesting ones. “Big data” in 

chemometrics is a future that might be closer than any of 
us suppose. It is in this sense that new tools have to be 
developed in order to explore and valorize such datasets. 
Topological data analysis (TDA) is probably one of these 
[1]. The purpose of this work is first to introduce this 
method and second to explore a Raman data set of bacteria 

strains (4000 single bacteria). In parallel with conventional chemometrics tools (i.e. PCA and HCA), 
TDA will be evaluated considering various experiment conditions and data structures. We will focus on 
the effect of spectral pre-processing, signal to noise ratio, spectral shift and spectral resolution. Indeed 
it is very important to study behaviors of methods because looking at big data sets a little closer, we 
often note that they consist of merged experiments (and even sometimes acquired with different 
methodologies or platforms) which have theses data structures.  
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In amyloid pathologies (e.g. Parkinson's or Alzheimer's diseases) there are indications that oligomeric 
aggregated precursors of fibrillation, and not mature fibrils, are the main cause of cytotoxicity and 
neuronal damage. This observation emphasizes the importance of characterizing early stages in the 
fibrillation process. The structural analysis of these oligomeric species is a major challenge due to their 
instability, low relative concentration, the difficulties for isolation, and their interdependence with other 
species of very different sizes [1]. Mechanistic studies normally monitor individual species of the 
fibrillation process, such as mature fibrils, whereas the other species remain invisible. 
Small-Angle X-ray Scattering (SAXS) is a structural biology technique that allow probing at low-
resolution the structure of macromolecules in solution. SAXS is an additive technique, therefore the 
resulting individual scattering patterns measured at different time-points throughout the fibrillation 
process, are the sum of the contributions from each component of the mixture. This additive nature of 
SAXS data allows for probing the evolution of these mixtures of oligomeric states. However, manual 
decomposition of SAXS datasets into species-specific spectra and relative concentrations is burdened by 
ambiguity and is a very laborious task [4,5]. We present an objective SAXS data decomposition method 
by adapting the Multivariate Curve Resolution Alternating Least Squares (MCR-ALS [2,3]) 
chemometric method. The approach enables rigorous and robust decomposition of synchrotron SAXS 
data by simultaneously introducing these data in different representations that emphasize molecular 
changes at different time and structural resolution ranges. The approach has allowed the study of the 
amyloidogenic processes of insulin and the familial mutant E46K of the Parkinson’s disease related 

-synuclein, and has allowed the structural characterization of the species present (including 
the oligomeric species) and the kinetic characterization of their transformations. Our approach is 
generally applicable to any macromolecular mixture with tunable equilibria that can be probed by SAXS. 
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FTIR spectroscopy has been proven a powerful tool for the identification of microorganisms such as 
bacteria, yeasts, fungi and pollen. Spectral reference libraries are used to establish hierarchical 
classification trees that allow identification of microorganisms at different taxonomic levels. It has been 
shown that identification is possible down to the species and in some cases even to strains level. 
The development of modern FTIR high-throughput technology combined with high-throughput liquid 
handling technology allows the acquizition of spectral data of a high number of samples [1]. Even 
multiple fingerprints from the same microbial samples can be obtained, e.g. when microbial samples 
are cultivated under different conditions [2] or when samples are preprocessed differently before 
spectral acquisition. We have recently shown that multiple FTIR fingerprints, where each fingerprint 
refers to a different and defined cultivation condition applied to the microorganisms, resolve different 
taxa. While some specific taxa are resolved on the basis of one cultivation condition, other taxa are 
better resolved under other cultivation conditions [2]. 
Instead of building separate identification schemes that are built on one specific spectral fingerprint 
each, one may combine the multiple FTIR fingerprints to a multiblock data set for establishing an 
identification scheme. Since different spectral regions and different blocks may resolve different taxa, 
powerful variable selection tools are required.  
Sparse Partial Least Squares Discriminant Analysis (SPLSDA) is a method that can be used for 
variable selection and in discrimination problems [3,4]. It allows interpretation of classification results 
on the basis of few distinctive variables that are selected during the modelling process. We used 
SPLSDA recently to establish a hierarchical identification scheme for the identification of pollen 
species based on FTIR spectroscopy [4]. Single grain infrared spectra of 13 different pollen types, 
belonging to 11 species, were obtained and analysed by the new approach and classified by SPLSDA. 
Robust classification models with high accuracy and interpretability were obtained. 
In the paper at hand we investigated to what extaned SPLSDA can improve classification results when 
a multiblock data set based on multiple spectral fingerprints is availabe for building an identification 
scheme. To this purpose hierarchical identification schemes were established, where each node was 
built on variables that were selected from a spectral multiblock data set. While FTIR biochemical 
fingerprints in many cases reflect the known phylogenetic hierarchical taxonomic structure, we 
frequently encounter situations where spectral fingerprints reveal a different (FTIR) taxonomic 
structure. Validation by external test sets or cross-model validation was used to validate the established 
clssification tree. 
 
References: 
[1] J. Li, et al. Advances in Reconfigurable Mechanisms and Robots II, Mechanisms and Machine Science 36, 769 (2015). 
[2] V. Shapaval, et al., Analyst, 138, 4129 (2013) 
[3] I. Karaman,et al., Metabolomics, 11, 367 (2015). 
[4] B. Zimmermann, et al., Analytical Chemistry, 81, 803 (2016).



O-40 
 

SPECTRA ALIGNMENT CHARACTERIZATION AND CORRECTION IN 
GAS-CHROMATOGRAPHY – ION MOBILITY SPECTROMETRY  

 
S. Oller-Moreno1,2, J. Fonollosa1,2, J.M. Jiménez-Soto1,2, 
R. Garrido-Delgado3, L. Arce3, A. Pardo2, S. Marco1,2 

 
1Signal and Information Processing for Sensing Systems, Institute for Bioengineering of Catalonia, Barcelona, Spain  

2Department of Engineering, Electronics. University of Barcelona, Spain 

3Department of Analytical Chemistry, University of Córdoba, Spain 
soller@ibecbarcelona.eu  

 
 
Ion Mobility Spectrometry (IMS) is an analytical technique that relies on the ionization of gas phase 
samples and its separation under an electric field at atmospheric pressure . To enhance the selectivity of 
IMS, especially when analyzing complex biological samples, a gas chromatograph can be inserted for 
sample pre-separation. The resulting hyphenated technique is gaining popularity in the analysis of breath 
or urine samples for metabolomic applications, and in quality control and fraud detection in alimentary 
sector (e.g. fraud prevention screening in wines or olive oil sectors). 
 
The degradation of the chromatographic column, the variation of IMS drift and sample flow and 
temperature and pressure changes cause misalignments in GC-IMS samples, more relevant in long term 
usage of GC-IMS instrumentation. Characterizing and correcting misalignments is necessary if 
classification or regression models are to be built based on acquired spectra. 
 
Previous work on this shortcoming [1] shows that major misalignments can be corrected with linear 
transformations of the retention time axis. However, improvements are still required, especially in short 
retention times where non-linear transformations are required. Commercial software available with GC-
IMS instrumentation offers linear retention time corrections, but need to be manually parametrized for 
each sample, being a slow and time consuming task. 
 

 
In this work we compare 42 standard samples of six spiked compounds measured in a 10-month time 
lapse. Using those samples we first characterize the misalignments in different time scales (intra-day, 
inter-day, inter-week, one-month, several months). Based on this characterization, we propose a required 
time span between consecutive standard samples. We also explored how the correction in the standard 
can be propagated to align olive oil samples measured in the same sample batch in an automated fashion. 
The final aim is to provide an easy-to-use graphical user interface for automated and (semi-)supervised 
GC-IMS sample alignment. 
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In the considered batch process of melamine resin production, the essential parameter to be monitored 
is the cloud point in the condensation process. It indicates the optimum moment to start the cooling 
process in order to stop the condensation and is of importance to assure high product quality. The current 
manual controlling of the condensation process is time-consuming and includes uncertainty in the 
monitoring of the whole condensation reaction. 

Standard linear models have been trained on an initial calibration set and applied to a separate in-line 
test set. However, the obtained results leave much room for improvement, especially in case of lamp 
changes and intensity downtrends of the halogen light source, and some dynamics which cannot be fully 
controlled by static models. Furthermore, some internal dynamics, mainly non-linear, such as changing 
compositions of the educt, are assumed. 
  In the data acquisition process, three consecutive spectra are recorded and matched to one single target 
measurement, and many other spectra, without target information, is stored. Theoretically, the latter 
could be considered as repetitions, thus averaged, but the presence of outliers and some other factors, 
produce artifacts that influence severely the posterior model accuracy. The non-linear behavior requires 
the usage of non-linear models, preferable those ones in which the degree of non-linearity can be adjusted 
on demand and on the fly. 
  We (i) propose an on-line outlier/redundancy filter (left figure) that detects outliers and determines 
whether averaging repetitions makes sense, and (ii) a dynamically self-adaptive calibration technique 
using a semi-supervised flexible fuzzy inference system [1] (middle figure), in which only the antecedent 
parts of the fuzzy rules are updated when no target information is available (unsupervised), and the whole 
rules are updated in case of known target values (supervised, maximal one per batch to keep operators 
effort low). The fuzzy system is updated by re-training cycles based on sliding windows, which contain 
most informative samples as selected by an on-line, single-pass active learning approach [2]. 
  The results show robustness (non-significantly different residuals) against three lamp changes and one 
reactor cleaning (right figure), and a significant reduction on some dramatic error peaks compared to re-
trained linear (PLS) models. 
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Multiway regression and discriminant models are nice because take directly into account the multiway 

structure of data, e.g. when dealing with hyphenated analytical techniques. However, model 
interpretation in term of assessing relevance of predictors is still perceived as cumbersome by most of 
the users. As well, variable ranking and selection techniques are abundant for two-dimensional data set 
and more limited for multi-way arrays. Nonetheless, assessing which are the most relevant variable both 
for the prediction/discrimination and to describe the phenomenon/property expressed by each dependent 
variable, is needed.  In this respect, the examination of regression coefficients, which are a landscape, is 
even less straightforward than in the bilinear case, also often due to the unreadable complex patterns 
associated to them.  

In this work, we compare different approaches, including a new proposal, which extend the target 
projection formulation, and the related Selectivity Ratio (SR) parameter [1] to multi-way arrays. The 
target component (TP) in the mutiway implementation is obtained by a one component PARAFAC model 
of X constrained on scores obtained as in the two-mode case by XbNPLS/||bNPLS||, where X is the matricized 
form of X. The SR is defined for all the variables/conditions modes of the X array, according to two 
slightly different formulations. 

Some data sets, mainly in the field of food authentication and processing, are shown considering 
regression (NPLS) as well as discrimination frameworks (NPLS-DA).  

For each case of study weights, regression coefficients, VIP scores [2] are discussed together with TP 
and SR.  
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In multivariate and multi-block models there is a need for reducing dimensionality and increasing 

interpretability; variable selection is one of the most promising techniques for achieving that goal. In 
case of PLS and OPLS models [1,2] for both multivariate data analysis (MVA) and multivariate time 
series analysis (MTSA), the VIPOPLS (variable influence on projection for orthogonal projections to latent 
structures, also called OPLS-VIP) presented in [3,4] leads to a sharper model interpretation than the 
traditional VIP. A new variable influence on projection approach for multi-block data analysis using 
O2PLS and OnPLS has been developed and it is now being presented as the multi-block VIOP. 

 
Multi-block VIOP is a parameter that summarizes the importance of the X-variables in O2PLS and 

OnPLS models, taking into consideration not only the predictive/joint components (correlated variation) 
and the orthogonal/unique components (uncorrelated variation), but also the connectivity between the 
data matrices (blocks). In addition, a high-resolution data interpretation is achieved by the obtainment of 
four multi-block VIOP profiles representing the VIOP for the total model, the VIOP for the global 
variance (shared by all the data blocks), the VIOP for the local variance (shared by some, but not all, of 
the data blocks), and the VIOP for the unique variance (which is unique for each block). Results on both 
synthetic and real data sets will be presented to prove the value of this new development. 
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Analytical chemistry is facing a growing complexity of the signals, which are recorded by modern 
instruments. Indeed, it is not uncommon that, instead on one-dimensional profiles, such as spectra or TIC 
chromatograms, 2D or even higher dimensional landscapes are recorded on each individual sample: 
excitation-emission fluorescence signals, or the profiles resulting from hyphenated or multi-dimensional 
chromatography are just a few examples. When such signals are recorded on multiple samples, the 
corresponding data structures are (hyper-)cubes or so-called multi-way arrays. Although multi-way data 
bay be analyzed with conventional 2-way algorithms after unfolding, several algorithms have been 
proposed in the literature to take directly into account the multi-modal structure of the arrays when 
dealing with exploratory (e.g. Tucker3 [1] or PARAFAC [2]) or predictive (e.g., NPLS [3], multi-way 
covariate regression [4] or SCREAM [5]) modeling. All these algorithm are based on the underlying 
hypothesis of a (multi-)linear relationship between the variables or the blocks.  However, especially when 
predictive modeling is concerned, i.e. when one or more responses Y are predicted from an independent 
block X, if multiple sources of (often spurious) variation are present in the data, the linearity hypothesis 
may not hold any more and some kind of non-linear modeling may be needed.  
Based on these considerations, in the present communication the possibility of building non-linear multi-
way regression and classification models is addressed, by extending the locally weighted regression 
approach, originally proposed for two-way arrays [6]. In locally weighted regression, a globally non-
linear problem is expressed as the combination of smaller models, which are linear in specific (local) 
regions of the original space. To extend this concept to the multi-way arrays, many ways of defining 
distances between matrices have been considered (such as the RV coefficient and its modifications). 
Then, NPLS was mainly used for building the locally linear models (even if some preliminary results 
have also been obtained by multi-way covariate regression and SCREAM). The approach has been tested 
with promising results on both simulated and real data sets. 
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Multiway calibration has become one of the research hot spots in the field of bioanalysis due to the 
following reasons: 1) instruments that easily generate multidimensional experimental data array per 
sample are increasingly available to analysts; 2) based on the “mathematical separation”, multiway 

calibration methods enable one to achieve direct quantitative analysis of analyte(s) of interest in complex 
systems even in the presence of unknown or uncalibrated interferences, which is known as the “second-
order advantage”. However, there are still some fundamental issues are immature, such as higher-order 
advantage, figures of merits in high-order calibration, and rank-estimation for high-order data, which 
will be an important research fields in the future. Moreover, with the development of "-omics", 
bioinformatics has gone from an obscure area of biological sciences into a most mainstream technology 
field, often under the limelight. The explosion of computational techniques for the extracting of 
biological information makes the bioinformaticians under the similar problems that the chemomtricians 
currently faced-- tsunamis of data are flooding the scientific world. In the post-genomic era, these 
complex data sets not only include macromolecular sequences and structures (DNA, RNA, or protein) 
information, but also include chromatographic, spectral and concentration information. Therefore, the 
combination of chemometrics and bioinformatics may become a new growth point for the application of 
chemometrics in bioanalysis. In addition, for people engaged in biological analysis, they may not use 
multiway calibration or other chemometric methods owing to the perceived difficulties in their 
application. The great difficulty, therefore, is with the transfer of technology from the laboratory to 
intelligent analytical instruments. Once this occurs, the use of chemometric methods, including multiway 
calibration in bioanalysis, will become common place. 
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Support vector machines (SVMs) are pattern recognizers that build models via quadratic programming 
constrained minmization[1].  The approach is to minimize the Euclidena length of the linear regression 
vector and the residual error.  Quadratic programming offers a key advantage of efficient computation.  
This advantage arises from inequality constraints that remove data objects from the model construction 
and two modes towards the miminization (i.e., primal that occurs in the object space and dual that occurs 
in the variable space).  However, one often does not gain an advantage without sacrificing elsewhere, 
because fewer objects are used to construct the model noise may also be embedded in the model.   
 
SVMs may be used for regression and models may be constructed using L1 and L2 loss functions.  L2 
minimizes the sum of squared residuals to the model while L1 minimizes the sum of the absolute value 
of the residuals.  L1 models are advantageous because they are robust and less prone to outliers in the 
data.  L1 models compare favorably to L2 models when outliers are present in the training dataset. 
 
SVMs have a fitting or cost parameter C that determines the trade-off between bias and variance in the 
regression model.  Using internal Latin bootstrap partitions [2] and the high-speed advantage of SVM, a 
parameter-free SVMR calibration method is devised.  This method compares favorably to a self-
optimizing partial least squares regression (PLSR) method [3] with respect to speed (i.e., efficiency) and 
prediction accuracy (i.e., efficacy). 
 
A dataset of 300 near-infrared bovine plasma spectra with 519 wavelength was used to construct 
calibration models for the glucose concentrations.  The SVMR constructed a model five times faster than 
the PLSR algorithm, however PLSR predicted better than SVMR with an error of 0.05 mM less than the 
RMS standard prediction error of 1.1 mM. 
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Recent advances in technology enabled the collection of huge amounts of data from multiple analytical 
sources. Low-level and mid-level data fusion methods jointly analyse data achieved by means of a variety 
of analytical techniques since their combination can enhance the identification of relevant information 
[1,2]. An alternative to directly merge all available analytical sources is high-level fusion approach, 
which combines predictions obtained by different modelling techniques. High-level methods have the 
advantage of giving predictions even if one of the sources is not available, as well as avoiding peculiar 
data pre-treatment to make the analytical sources comparable; on the other side, calibration of several 
multivariate models is required. 
This study deals with the application and comparison of an exhaustive set of high-level fusion approaches 
on several analytical multiple datasets where the target was classification of samples. The aim is to show 
advantages of high-level predictions and how recent advances in high-level fusion modelling, such as 
Dempster-Shafer theory of evidence and Bayesian approaches, can reduce uncertainty in analytical data. 
In particular, the following five datasets were taken into account: Apple (508 samples, 2 analytical 
sources, 2 classes), Milk (174 samples, 3 sources, 3 classes), Plasma (94 samples, 3 sources, 2 classes), 
Wines (44 samples, 4 sources, 3 classes), Biodegradation (1055 samples, 3 sources, 2 classes). Both 
linear (LDA, PCA-LDA, PLSDA) and not-linear (QDA, PCA-QDA, kNN, N3, Support Vector 
Machines) multivariate classification models were evaluated on each analytical source. For each dataset, 
a comprehensive set of high-level methods was thus applied to combine predictions: scoring (normal and 
weighted) schemes, Dempster-Shafer’s theory of evidence and Bayesian inference based on probability 
estimation (both with strict and protective versions) [3].  
Comparison was performed on the basis of a Montecarlo validation protocol: models were calibrated 
1000 times; each time 25% of samples was randomly selected and used as test set; classification models 
(as well as parameters for high-level approaches) were calculated on the training set and then validated 
on the test set; test predictions were then aggregated to get high-level fusion results. 
Results achieved by means of high-level fusion approaches were then compared (with anova, t-test and 
boxplots) to single models and a mid-level fusion approach on the basis of classification performances, 
which were estimated with non-error rate (average of class sensitivities) and ratio of not assigned samples 
(if present). 
Results did not indicate a single optimal fusion approach; however, the application of high-level 
modelling always allowed significant reduction of uncertainty, enhanced data interpretation and showed 
evident benefits when sources of information are jointly analysed, without compromising the quality of 
analytical model predictions. 
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Revealing the biochemistry associated to microbial interspecies interactions is relevant for many 
medical purposes. Examples are inducing the production of novel metabolites and improving 
diagnostics in patients with polymicrobial infections. Each pathogen has a characteristic metabolic 
fingerprint, that allows their identification based on their unique multivariate biochemistry. When 
multiple pathogens come in contact with each other, the profile of their co-culture will display a 
chemistry attributed to both mixing of the individual chemistry of the monocultures and competition 
between the pathogens. Therefore, investigating pathogen development in a polymicrobial environment 
requires dedicated chemometric tools. 
 
As a first step, the overall time dynamics has to be separated from the pathogen specific chemistry to 
analyse the contributions of both aspects separately. Analysis of Variance (ANOVA) is an established 
method to separate information from different sources of variance. Analysis of the resulting effect 
matrices may be done by methods like ASCA [1], Principal Component Analysis (ANOVA-PCA) [2] 
or recently proposed alternatives such as target projection (ANOVA-TP) [3]. These methods are now in 
widespread use to analyse time-resolved data from experiments that include multiple treatments or 
multiple groups of individuals. However, none of these methods allow identification of chemistry, 
specific to interspecies interaction. We specifically developed the multivariate data analysis method 
Projected Orthogonalised Chemical Encounter Monitoring (POCHEMON) to highlight metabolites 
characteristic for the interaction of two pathogens in co-culture [4]. However, until now this approach 
was limited to non-dynamic data. 
 
We propose to integrate ANOVA-PCA with the POCHEMON approach to disentangle the pathogen 
dynamics and the specific biochemistry in interspecies interactions. Two complementary case studies 
show great potential for both liquid and gas chromatography / mass spectrometry to reveal novel 
information regarding overall pathogen development as well as chemistry, specific to interspecies 
interaction. 
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The partial knowledge of the factors can considerably simplify the multivariate curve resolution 
problem. In 1995 Manne [1] presented criteria on the basis of results by Maeder which allow to compute 
the concentration profile of a component if the pure component spectra fulfill certain window conditions. 
The more general complementarity theory  in [2,3] provides precise predictions for certain unknown parts 
of the factors on the basis of known parts. The key equation is 

           CAT = (UΣT− 1)(TV T)  
with the singular value decomposition D=UΣVT of the spectral data matrix and  a regular matrix T. If the 
true factor A is known partially, then some rows of T are determined. This implies linear and affine linear 
restrictions on T-1 and results in restrictions on the concentration factor.  
 
In this talk we present a new and simple SVD-free form of the complementarity theory [4] which starts 
from the sum of dyadic products 

              
D=CAT = [c1 , .. . ,cs][a1 ,. .. ,as]T = ∑ ci ai

T .
 

If D and one or more of the concentration profiles ck and spectra ak are known, then  elementary arguments 
of linear algebra allow to derive linear and affine linear constraints on the remaining pure components. 
These conditions include the classical Manne-Maeder criteria. In its general form these constraints can 
be written in terms of orthogonal projection operators. This allows the easy and straightforward 
applicability of the SVD-free form of the  complementarity theory. 
 
The results are demonstrated and tested for experimental FT/IR spectroscopic data from the Rhodium-
catalyzed hydroformylation process and for UV/Vis data from the catalytic formation of 
hafnacyclopentene. 
 
References: 

1. Manne, R. Chemom. Intell. Lab. Syst. 1995, 27(1), 89-94 
2. Sawall, M., Fischer, C., Heller, D., Neymeyr, K., J. Chemom. 2012, 26(10), 526-537 
3. Sawall, M., Neymeyr K., Anal. Chim. Acta, 2014, 828, 17-26 
4. Neymeyr, K., Sawall, M.,  J. Chemom.2016, 30, 30-36 

 
 

 



O-50 
 

CHEMOMETRIC APPROACHES TO INCREASE EFFICIENCY OF NMR 
SPECTROMETRY IN ANALYSIS OF FOOD PRODUCTS   

 
Y.B. Monakhova1, B.W.K. Diehl2  

 
1Spectral Service AG, Emil-Hoffmann-Straße 33, 50996, Cologne, Germany  

2Institute of Chemistry, Saratov State University, Astrakhanskaya Street 83, 410012 Saratov, Russia 
monakhova@spectralservice.de 

 
 
In recent years the number of NMR spectroscopic studies utilizing multivariate techniques has been 
dramatically increased. In this contribution, several new chemometric methodologies were developed 
and applied to NMR data of food products.  
First, to address the data standartization problem, a protocol for calibration transfer of partial least square 
(PLS) regression model between high-resolution NMR spectrometers of different frequencies and 
equipped with different probes was established. As the test system quantitative model to predict the 
concentration of blended soy species in sunflower lecithin was used. The results revealed that piecewise 
direct standardization (PDS) showed the best performance for estimating lecithin falsification regarding 
its vegetable origin resulting in a significant increase decrease in root mean square error of prediction 
(RMSEP) from 5.0-7.3% without standardization to 2.9-3.2%. The sensitivity of instrument transfer 
methods with respect to the type of spectrometer, the number of samples and the subset selection will be 
also discussed. 
Second, the major challenge facing NMR spectroscopic mixture analysis is the overlapping of signals 
and the arising impossibility to recover the spectral profiles for identification and to integrate separated 
signals for quantification. Different independent component analysis (ICA) algorithms and multivariate 
curve resolution-alternating least squares (MCR-ALS) were applied for simultaneous NMR 
spectroscopic determination of organic substances in food matrices, including honey, soft drinks, and 
liquids used in electronic cigarettes. Good quality spectral resolution of up to eight-component mixtures 
was achieved (correlation coefficients between resolved and experimental spectra were not less than 
0.90). The resolved ICA and MCR-ALS concentrations match well with the results of reference analysis. 
In the absence of reference materials ICA can be combined with PULCON principle (pulse length based 
concentration determination) for quantification. In this case instead of conventional application of 
absolute integral intensity in case of undisturbed signals, the multiplication of resolved IC absolute 
integral and its relative concentration in the mixture for each component was used. 
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Isomers have only tiny distinctions in chemical structure and they are difficult quantified by conventional 
analytical instruments. Terahertz spectroscopy is a novel spectroscopic technique and has shown a great 
potential as a crucial method for isomers research [1, 2].  
In this work, terahertz time domain spectroscopy (THz-TDS) combined with chemometrics has been 
utilized for the qualitative and quantitative analysis of two amino acids (L-Glutamic acid and L-
Glutamine mixtures) and two saccharide (D-(−)fructose and D-(+)galactose anhydrous). Different from 
previous studies, our binary amino acids mixtures samples were prepared as pressed pellets with yellow 
foxtail millet substituted for polyethylene (PE). Results show that L-Glutamic and L-Glutamine, D-
(−)fructose and D-(+)galactose anhydrous can be discriminated after transforming the time-domain 
signals into absorption coefficients. After proper pretreatment of absorption spectra, quantitative analysis 
was achieved by partial least-squares (PLS) and interval partial least squares (iPLS) regression. A reliable 
and unbiased estimation for cross validation was achieved by bootstrapped Latin partition. The 
performance of models was evaluated according to the root mean square error of prediction (RMSEP) 
and correlation coefficient (R). iPLS yielded accurate results with low RMSEP and high R for the 
isomers. Multivariate curve resolution alternating least squares (MCR-ALS) can successfully be applied 
for resolution of pure THz spectra and concentration of the components in the prepared samples. 
As a rapid, non-destructive technique with less or no pretreatment procedure, THz time domain 
spectroscopy has a potential for isomers quantitative analysis in food.  
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International guidelines define robustness of an analytical procedure as a measure of its capacity to 
remain unaffected by small variations in experimental conditions [1]. Robustness is generally not 
considered in validation protocols even though it provides an important indicator of the fitness of an 
analytical procedure during normal use. Also in the validation of multivariate sensory regression models 
robustness is seldom included. Particularly in sensory analysis were multivariate relationships are 
assessed between descriptive (consumer) data and compositional (chemical) data we state that a measure 
of robustness is a critical parameter for establishing model reliability and model suitability. 

 
Figure 1. Actual versus predicted sensory scores obtained from a statistically significant PLS 
model (a-d). Increasing levels of artificial noise is added. As a result the statistical significance of 
the model dropped. This is demonstrated by the Q2-values in a permutation test (e-h). 

 
We demonstrate the importance of robustness testing in a sensory study in which the chemical 
compositions of natural food products were associated with the descriptive scores of a trained consumer 
panel. This multivariate association was modelled by means of PLS. The data was rather complex as (i) 
the predictor set was compiled of various analytical datasets with different error structures, and (ii) the 
predictor set contained missing data. Furthermore, the data was sparse given the enormous sample 
diversity in the training set. By integration of predefined noise simulations in the double cross-validation 
and the permutation testing [2], estimations of the relevant model statistics (e.g. Q2-values) could be 
obtained (Figure 1). The aim of this approach is that the susceptibility of the multivariate models against 
experimental errors can be tested. We found that robustness testing is of great additional value in the 
validation of multivariate prediction models. An important prerequisite, however, is that the error 
structures of the dependent and independent variables should be well known in advance.  
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The rapid growth of the food industry requires new solutions in the quality control of processes 

and products. The development of new methods enabling quick and accurate determination of the 
analyzed components is an important task especially for mass consumption products such as milk. Due 
to the presence of fat globules and protein micelles milk has pronounced light-scattering properties. 
Economically attractive visible and short-wave near infrared (Vis/SW-NIR) spectroscopy can be 
successfully used for the quantitative analysis of milk. The recently proposed new method is based on 
multiple light scatter, which strongly prevailing in the Vis/SW-NIR region, and requires the 
calibration to be performed on raw spectral data, without a corrective preprocessing [1, 2].  The difference 
in scattering spectral patterns by fat and protein particles can be utilized for their accurate quantitative 
determination using multivariate modelling methods, i.e. partial least squares (PLS) regression analysis. 

In the first step, the dependence of intensities and shapes of diffuse transmittance spectra in the 
Vis/SW-NIR region has been systematically investigated using gradual homogenization of raw milk 
samples [3]. The homogenization results in significant spectral changes, which were explained in terms 
of the representative layer theory and other scattering theories.  The fundamental feasibility of scatter-
based quantitative analysis of milk using their low-selectivity diffuse transmission spectra in the region 
400-1100 nm has been proved in a series of designed experiments [2]. This new analytical technique is 
resistant to an essential variability of fat globule sizes that may occur in raw milk samples. Finally, the 
global (i.e. resistant to seasonal, genetic, regional and other milk variations) models for determination of 
fat and total protein content in raw milk based on historical spectroscopic data collected during a year 
has been developed [4].  

In the subsequent study, full-range spectroscopy was replaced by a set of light-emitting diodes 
(LEDs) as a light source and conventional digital camera as a detector [5]. This simplified technology 
has shown an acceptable determination accuracy of fat and protein content in raw natural milk. 
Additionally, the optimal configuration of LEDs for the optical milk sensor was calculated using a new 
variable selection method [6]. 

The reported results can be put into the basis of compact and inexpensive analyzers of raw milk 
quality, in particular, for in-line or field measurements. 
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Fresh tuna is an expensive product sold on local and international markets. Fish sourced from locations 
distant from market have reduced shelf-life and there is the motivation to freeze the fillets and thaw 
before sale. Fillets frozen bellow -60°C (practice found in the market) do not show visual characteristics 
when thawed and it is difficult to differentiate between fresh and frozen/thawed fillets. This study 
investigates the ability of Visible-Near InfraRed Spectroscopy (Vis-NIRS) to detect non-invasively 
whether a sample of tuna is fresh or if it has been frozen/thawed. Samples (n=135) were scanned by Vis-
NIRS (370-2350nm) and subsequently frozen at -60°C. After five, twenty one or thirty five days the 
samples were thawed at 4°C for 24 hours and re-scanned. Two methods were compared for classification 
of the samples using Vis-NIRS: k-Nearest Neighbour classification and Neural Networks with a Principal 
Component Step (PCANNet) [1]. Double cross validation (DCV) was applied to test the validity of the 
classification models to discriminate between fresh and frozen/thawed samples [2]. The goal of this 
comparison was to test the ability of these two distinct approaches for classification of the samples. 
Overall PCANNet provided better performance than KNN (Table 1). While these results suggest the 
ability of Vis-NIRS to detect the effect of freezing thawing, both classification models were not able to 
account well for the variation sample to sample in the fresh status, which bias on predicted values. These 
differences in performance are discussed in this study.  
 
Table 1 - Assessment of the performance of the classification models [3]. 
 

 KNN PCANNet 

Accuracy 0.74 0.82 

Kappa 0.45 0.62 

Sensitivity 0.68 0.77 

Specificity 0.78 0.86 

Positive Predictive Value 0.69 0.79 

Negative Predictive Value 0.77 0.84 
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Real-time measurements of many low abundant volatile organic compounds (VOCs) in breath and 

air samples are already feasible due to progress in analytical technologies, such as proton-transfer 
reaction mass spectrometry (PTR-MS). Nevertheless, the information content of real-time measurements 
is not fully exploited, due to the lack of suitable data handling methods.  

This study develops a data scientific procedure to enhance data analysis and interpretation of 
longitudinal, multivariate data sets from real-time, in-vivo, aroma-release studies [1]. The developed 
procedure includes an automated data pre-processing and a multivariate assessment of the test panel 
performance. A large multifactorial PTR-MS dataset is investigated that includes four experimental 
protocols, two tested food products, four aroma compounds and eight panelists. 

Real-time measurements are converted into standardized breath profiles by pre-processing and ten 
kinetic parameters are derived. Next to this, panel performance is evaluated per experimental protocol 
and food product. Comprehensive information about panel performance, individual panelists, studied 
products, aroma compounds and kinetic parameters is extracted demonstrating great value of the 
developed approach. 
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Milk proteins are hardly distinguishable when being measured by FTIR. Although multivariate 
calibrations towards casein in milk exist, they break down as soon as the casein vs. total protein ratio 
changes significantly. Hence, the established correlations are found to be indirect and are furthermore 
goverened by underlying co-variance effects.  
We propose a methodology which is utilizing an enzymatic perturbation to induce specific changes to 
casein to stand out from the interfering sample matrix. Chymosin is a protease which targets κ-casein by 
cleaving the Phe105-Met106 bond yielding para-κ-casein and a glycopeptide [1]. As a result of the 
hydrolysis all the casein proteins clot to form a creamy precipitate while the whey proteins remain in the 
supernatant. The reaction is measured in-situ by FTIR during the course of the reaction resulting in 
specific spectral evolution profiles which can be affiliated to the enzyme activity of chymosin [2]. If 
constant levels of chymosin are utilized the evolution intensity depends on the underlying casein 
concentration and is therefore a perfect measure for its quantification. 
 

 
 
 
PARAFAC, PARAFAC2, N-PLS and u-PLS have been used to establish calibration models on the time-
resolved data in a comparative manner. The method indicated robustness against possible interferences, 
i.e. from whey proteins, and was furthermore unaffected by the sample matrix since solely spectral 
change was utilized for calibration modeling. 
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The separation capability of single HPLC columns is often insufficient to resolve complex 
separations, due to the limited functionality. A relatively simple solution is the connection of two or more 
columns with different stationary phases in series (tandem columns). Each combination behaves as a 
totally new column, and often outperforms the results given by the individual columns. The full 
exploitation of this approach requires, however, the development of powerful interpretive optimisation 
strategies, able to scan efficiently the capabilities of the separation system. The most useful search 
configuration requires considering the column nature, length and order, and the profile of the gradient 
program, which should be preferably multi-linear. The number of candidate solutions to be examined is, 
however, easily so high that the calculation cannot be carried out on a systematic basis, and numerical 
computation is needed. 

In this study, we examined the performance of five types of stationary phases (C18, 
pentafluorophenyl-C18, C4, cyano and phenyl) offering different selectivity, connected in series. A 
unique predictor system was developed in our laboratory, which implemented the different strategies 
with single and serially coupled columns, in both isocratic and gradient elution [1‒3]. Multilinear 
gradients were optimised by Genetic Algorithms encoding the node position in discrete levels. A 
population size of 150 gradients with probabilities of 100%, (crossover), 3% (mutation), 5% (refreshing 
with global best) was operated. The populations generated along the optimisation were not discarded 
along the iterations, but saved along, so that at the end of the process, the results (gradient time and global 
peak purity) of the cumulative historical population gave rise to a Pareto front, from which the selection 
of the most convenient gradient and column set was made. 

An interesting feature of the approach was that there is no need of additional experimental data: 
the same information used to characterise the single columns can be further used to prospect the 
performance of gradients with serially-coupled columns. Generally speaking, the separations found with 
tandem columns are closer to those achieved in two-dimensional liquid chromatography, with the 
advantage of requiring only a mono-dimensional chromatographic system. An outstanding agreement 
was found between experimental and predicted chromatograms. 
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The quantification of chromatograms requires finding out experimental conditions that separate each peak 

from the others, and is routinely carried out with the information provided by standards in a small number of runs, 
in a ‘design of experiments’ fashion. However, there are samples where the identity of the solutes is partially or 
fully unknown, and consequently, there are no standards support available. For these situations, the 
chromatographer lacks of a definite criterion to assist in the selection of the suitable experimental conditions, and 
computer-based optimisations are not applicable. 

In this work, a resolution function valid for general situations (with or without standards) is developed and 
validated. The function is based on the automatic measurement of peak prominences [1,2], and is compared with 
the performance given by the peak purity criterion [3,4]. A Matlab application was developed to automate the 
analysis of chromatograms, subtracting the baselines with a modified BEADS algorithm (explained in detail in 
another communication), comprehensively detecting all peaks, and calculating peak properties, such as the peak 
prominences. 

The separation of a mixture of the o-phthalaldehyde/N-acetyl-L-cysteine derivatives of the 19 primary 
proteic amino acids under gradient elution was taken as controlled case. The amino acid derivatives could be 
resolved only in excessively long analysis times, even using multi-linear or multi-isocratic gradients. If the analysis 
time was reduced, significant overlapping occurred for several compounds. These overlappings give access to 
interesting cases of study for the evaluation of the resolution functions. Using as training data the retention and 
peak width information of standards in a set of 10 isocratic conditions, the separation in around 1100 gradients, 
ranging from 5 to 27.5% acetonitrile, was predicted. Several levels of difficulty were considered: with or without 
differences in peak size, presence of unknown compounds, different noise levels, and real baselines. 

The comparison is carried out based on the coincidence of the gradients chosen as Pareto-optimal by two 
criteria: the peak purity (which implies a comprehensive knowledge of the individual signals of each compound), 
and the peak prominence (whose information is only limited to the combined signal, without any prior knowledge 
of the number of compounds in the sample). If the two Pareto fronts coincide, the same gradients are selected as 
optimal. Finally, several fingerprint chromatograms of a tea extract, where the same sample was eluted with 
different gradients, were evaluated. 
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A chromatographic fingerprint (CF) is the chromatogram of a highly complex sample, where 
multiple peaks of unknown identity are present, but whose overall separation pattern typifies the sample 
and allows its classification. This kind of chromatogram has been demonstrated very useful for the 
characterisation of natural products, such as medicinal herbs and their extracts. The information content 
of a chromatographic fingerprint correlates to the number of resolved peaks. 

In a recent report, we proposed the unsupervised measurement of peak prominences to quantify the 
separation level of real highly complex multi-analyte samples [1,2]. The optimisation of CFs is 
challenging. Not only there are no standards that could be used to forecast separation conditions of 
optimal selectivity, but the identity of peaks in chromatograms taken in different conditions can be 
ambiguous as well. Moreover, the peak size differences affect seriously the separation (i.e., a minor peak 
in a longer elution time can become undetected). In spite of the lack of knowledge of the compound 
identity, some major peaks can be tracked between independent training experiments, which allow 
building retention models for these compounds.  

In this study, the local peak capacity is measured between each major consecutive peak and 
compared with the peak number found between them. The proposed optimisation approach changes the 
node positions of a multi-linear gradient program, aimed to enlarge the elution window size of the 
congested time subdomains (i.e., chromatogram regions with a high number of peaks with regard to its 
separation window), and to narrow the regions whose peak count is smaller with regard to its local peak 
capacity. The separation is done on a probabilistic basis. 
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Taking into account that hydrophilic interaction chromatography (HILIC) as analytical method is 
relatively young compared to the other techniques, retention modeling could still bring scientifically 
valuable data to the field [1]. Therefore, in this paper olanzapine and its eight impurities were selected 
as a test mixture, considering that they have never been analyzed in HILIC before. Their investigation 
on four different HILIC columns (bare silica, cyanopropyl, diol and zwitterionic) has been carried out. 
The mixture of nine structurally similar substances allows the examination of complex HILIC retention 
behavior depending on the chemical properties of the analytes, as well as of the stationary phase. In order 
to describe the nature of the relationship between the retention and the stronger eluent content in the 
mobile phase, experimentally obtained data were fitted to several theoretical (localized adsorption, non-
localized partition, quadratic and mixed) models [2]. Results show that the best fit is quadratic model 
with the highest R2 values, but its usage has some drawbacks. With the aim to improve the possibility to 
predict retention behavior in HILIC, a new empirical model was proposed. For that purpose spline 
interpolation technique was performed, by dividing the experimental range into several subdivisions [3]. 
This type of interpolation was performed for the first time in the chromatographic field. The estimation 
of the polynomial equations was performed using cross validated coefficient of determination (Q2). 
Obtained Q2 values pointed out the goodness of fit of the model, as well as its good predictive capabilities. 
At the end, the prediction capabilities were experimentally verified, under randomly chosen conditions 
from the experimental range. The errors in prediction were all under 10% which is satisfying for HILIC. 
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New trends in development of chromatographic methods impose the application of QbD approach 
which implies that that quality should be built in the method. Different tools could be used in order to 
achieve this aim and one of the most used ones is design of experiments (DoE) methodology [1]. In this 
paper, QbD concept is applied for the developement of hydrophilic interaction liquid chromatographic 
(HILIC) method for the analysis of bilastine and its degradation impurities. Taking into account the 
complexity of HILIC [2], special attention should be paid to method development, esspecially when 
substance and its degradation products are analyzed in chromatography for the first time. Also, there is 
only one published paper related to the application of QbD in HILIC [3]. In aim to conduct study in 
line with QbD rules, next steps sould be performed: 1) Definition of analytical target profile (ATP) and 
critical quality attributes (CQAs); 2) Quality risk assessment (QRA) and deffinition of critical process 
parameters (CPPs); 3) Investigation of knowledge space and Critical quality attributes modeling; 4) 
Optimization and design space creation; 5) Verification of optimal point and design space; 6) 
Robustness testing and 7) Method validation. Considering that bilastine and its degradation impurities 
are investigated for the first time, after carefully conducted preliminary study, DoE was employed. 
CPPs which have the most influence on method performance were defined as acetonitrile content in the 
mobile phase, pH of the aqueous phase and ammonium acetate concentration in the aqueous phase. 
Box-Behnken design was applied for establishing relationship between CPPs and CQAs. The defined 
mathematical models and Monte Carlo simulations were used to identify the design space. Next, 
fractional factorial design was applied for experimental robustness testing. Finally, developed HILIC 
method was validated and applied for the real sample analysis. Optimal and robust chromatographic 
conditions for bilastin and its degradation impurities determination were: the analytical column Luna® 
HILIC (100 mm x 4.6 mm, 5 μm particle size); mobile phase consisted of acetonitrile – aqueous phase 
(50 mM ammonium acetate, pH adjusted to 5.3 with glacial acetic acid – 90.5:9.5 v/v); column 
temperature 30 ºC, mobile phase flow rate 1 mL min-1 and wavelength of detection 275 nm.  
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The quantification of signals in High-Performance Liquid Chromatography (HPLC) is critically 
affected by the presence of background signal and noise, and its removal is a mandatory first step in any 
data processing treatment. State-of-the-art algorithms aimed to the suppression of baseline effects (e.g., 
airPLS [1] and backcor [2]) split the raw signal in two contributions, namely the combination of noise 
and signal, and baseline itself.  

Very recently, a new algorithm called Baseline Estimation And Decomposition with Sparsity 
(BEADS) was proposed, which, as a novelty, presents the capability of performing a full decomposition 
in baseline, noise and neat signal. A second advantage is the speed of computation, associated to the use 
of a Majorization-Minimization approach, with calculation times below one second for a standard 
chromatogram with ten thousand points. On the other hand, wavelet transforms are a consolidated tool 
in the field of chromatographic data processing, which separate the raw signal in a sum of different 
frequency contributions, whose decomposition level can be arbitrarily set. 

In this work, both techniques are combined in a single algorithm, with the purpose of exploiting 
their best features: the capability of wavelets for processing each frequency level isolatedly, and the fast 
triple decompositions of BEADS by setting cut-off frequencies. In the study, several wavelet-like 
families are considered, one of them non-linear. Several complex baseline examples are resolved and 
compared with the solution offered by the optimal BEADS decomposition. For simple cases, the 
performance of BEADS is excellent, with or without wavelets, but harder cases benefit from the 
concurrence of both techniques.  
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Karl Fischer (KF) titration is the reference method for moisture content (MC) determination in the 
pharmaceutical industry. Near-infrared spectroscopy (NIRS) is considered the most suitable alternative 
technique [1,2]. Indeed, NIRS is a safe and fast method which does not require sample preparation. 
Nevertheless, the development and validation phases are time-consuming. In addition, the NIRS methods 
presented so far were mostly product specific. The main objective of this study is to highlight that an 
universal calibration model can be validated for several freeze-dried products in order to speed up the 
validation time. This objective was led in two steps. A universal model was first evaluated. A calibration 
set and a validation set were built up with three freeze-dried products. An antibody drug conjugate, a 
large molecule and a small molecule all packed in sealed vials were used to introduce more variability. 
Regression methods were then compared in order to optimize the prediction values.  
 
In order to have a wide range of MC, the vials were either humidified, dried or kept intact. Then, NIRS 
spectra of each vial were acquired on two similar NIRS devices. MC was  determined by conventional 
KF titration method. The MC range from 0.05% to 4.96% was used. The programming language Python 
version 3.4 and Scikit-learn module version 0.15.2 were used as chemometric tools to compute the 
models. The classical Partial least square (PLS) regression was employed. PLS models were developped 
for each of the three freeze-dried products independently. Then a single PLS model was computed using 
the spectra of the three freeze-dried products. With the universal regression model, the standard error of 
prediction (SEP) increased from 0.22% (with independant models) to 0.29%. The universal regression 
model had therefore to be optimized. Alternative regression models were finally evaluated: Decision 
Tree, Ridge regression (Bayesian), K Nearest Neighbors (KNN), and Support Vector Regression (SVR) 
using the Radial Basis Function (RBF). SVR RBF provided the most accurate results for an universal 
model with a SEP of 0.15%.   
 
In conclusion, a database with different freeze-dried products can be used for MC using a unique 
regression model. This study shows the use of SVR RBF as a benefit tool for a regression model. SVR 
RBF provides better results compared to classical PLS. The use of a unique model developped with 
different freeze-dried products is an advantage in terms of time and accuracy.  
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The spectroscopic IR and vibrational circular dichroism (VCD) chiral signatures of essential oils (EOs) 
were used to obtain the configuration and the relative percentage of the major chiral compounds.[1] For 

this purpose, a method was developed based on the use of VCD spectra of pure enantiomers, VCD 
spectra of EOs and a mathematical model (least square estimation). In order to validate the method, the 
chemical compositions of EOs of Bubonium graveolens, grown in Algeria, were determined by gas 
chromatography coupled to mass spectrometry (GC–MS). The major chiral compounds in the EOs 
were cis-chrysanthenyl acetate (1), 6-oxocyclonerolidol (2) and the recently disclosed cis-8-
acetoxychrysanthenyl acetate (3). The IR and VCD spectra of the pure molecules (1 to 3)  and crude 
EOs were acquired to build the model. To obtain the configuration and relative percentage of the major 
chiral compounds, the VCD spectra of EOs were modelized as a linear weighted combination of the 
individual spectra of pure enantiomers. The value of each weighting gives the relative percentage of the 
chiral compounds while the signs address the correctness of the enantiomer employed for the model.  
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The element-wise k-fold (ekf) algorithm [1-3]  is the most used cross-validation algorithm to 
determine the optimal number of components in PCA but the observation-wise k-fold operation makes it 
computationally costly and hampers its application on large data set.  

To overcome this limitation we propose here a modified version of the algorithm obtained by 
removing the observation-wise k-fold operation. The new algorithm, named column-wise k-fold (ckf), is 
computationally very efficient and bears some interesting mathematical properties that are discussed [4].  

The ekf and ckf are compared both theoretically and practically on an array of 116 simulated data sets 
and 19 real data sets from different research areas. Advantages and possible limitations of both algorithms 
are also discussed. 

Our results show that ckf is a fast and effective alternative to the classical ekf algorithm and opens 
the possibility of applying cross-validation on very large data sets. 
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A multivariate curve resolution method is proposed for the analysis of overlapping and highly 
asymmetric voltammograms typically obtained in non-reversible electrochemical systems. The method 
is based on the least squares fitting of the well-known exponentially modified Gaussian (EMG) function, 
which had been previously used for the resolution of coeluted chromatographic peaks [1]. The main 
advantage of this function is that one of the adjustable parameters is just the area under the peak, which 
is a magnitude more reliable than the peak height in the case of the considered electrochemical systems.  

In contrast with chromatograms, which only present queues at the right side of the maximum, 
voltammograms may exhibit such deformation at both sides of the peak potential. This is why two 
versions of the EMG function have been used: 
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where ‘I’ is the current, ‘E’ is the potential, ‘a’ is the peak area, ‘b’ is a potential value close to the 
maximum, ‘c’ is related to the peak width and ‘d’ is related to the peak symmetry. The term ‘erfc’ denotes 

the complementary error function. When relatively symmetric peaks are present, they can be easily 
described by a double gaussian function [2]: 
 

 𝐼 = 𝑎 𝑒𝑥𝑝(− 𝑐 (𝐸 − 𝑏)2)        (3) 
 
where ‘a’, ‘b’ are the peak height and position, respectively, and the width parameter ‘c’ is different at 
both sides of the peak. In a first overview of the data, the method decides which function (according to 
Eqns. 1, 2 or 3) is fitted to every overlapping signal and then adjusts a set of parameters producing an 
optimal lack of fit. Such parameters (especially ‘a’ and ‘b’) can be further used to obtain information on 
the concentration profiles and the nature of the electrochemical processes involved. 

After a preliminary test with simulated data, the proposed method has been successfully applied to 
linear sweep and differential pulse voltammograms measured in the experimental system Cd(II)-Cysteine 
by using both mercury and carbon screen-printed electrodes. The results are compared with those attained 
by the previous approaches using double gaussian [2] and asymmetric logistic [3] functions. 
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Comprehensive two dimensional gas chromatography-mass spectrometry (GC×GC-MS) is a valuable 
technique for the analysis of complex biological and non-biological samples, because it provides 
enhanced sensitivity and boosted separation and peak detection capacity [1]. However, chemometric 
data analysis is often required to extract comprehensive information from the data.  In GC×GC-MS 
data, within run and between-run retention time shifts occur frequently, which causes deviation from 
trilinearity. In these cases, application of  the second-order chemometric methods based on the 
fulfillment of the trilinear model, such as parallel factor analysis, PARAFAC, is rather cumbersome 
[2]. PARAFAC2 [3] is a modified version of PARAFAC in which strict trilinearity fulfillment is not 
required, sometimes useful when retention time shifts are present. However, PARAFAC2 is 
computationally more complex and expensive, and it does not allow for the application of constraints 
like non-negativity or unimodality. Moreover, in the presence of interferences, the performance of this 
method becomes even worse [4]. It has already been proved that bilinear multivariate curve resolution-
alternating least squares MCR-ALS is insensitive to these deviations [4,5]. In this work, we have 
studied the performance of the bilinear and multilinear versions of the MCR-ALS [6] method and 
results were compared with those obtained by PARAFAC and PARAFAC2. All these methods were 
applied to experimental data set from a metabolomics study of daphnia magna. The overall results 
favor bilinear and multi-linear MCR-ALS modelling over  PARAFAC1 and PARAFAC2 modelling, 
especially in the presence of potential interferents.  
Keywords: Chromatography; Multilinearity; Second order advantage 
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Minimizing the global error of a sensor array when presented with many sensor options presents a 
significant challenge to the practitioner due to the combinatorial explosion in number of sensor 
configurations. Further complicating the sensor selection process are the possible presence of multiple 
analytes and statistical correlations amongst the sensors all of which are subject to noise that is often 
concentration dependent. Despite the challenges that both numeracy of configurations and noise 
presents, this work shows that optimal, noise minimizing selections for sensors may be made using 
convex optimization to minimize the theoretical global error of a proposed sensor array via the Fisher 
information matrix. Applications are discussed and comparisons amongst various sensor array 
configurations presented. 
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If for a chemical reaction with a known reaction mechanism the concentration profiles are accessible 
only for certain species, e.g. only for the main product, then often the reaction rate constants cannot 
uniquely be determined from the concentration data. This is a well-known fact which includes the so-
called slow-fast ambiguity [1,2].   

This work combines the question of unique or non-unique reaction rate constants with factor analytic 
methods of chemometrics. The idea is to reduce the rotational ambiguity of pure component 
factorizations by considering only those concentration factors which are possible solutions of the kinetic 
equations for a properly adapted set of reaction rate constants. The resulting set of reaction rate constants 
corresponds to those solutions of the rate equations which appear as feasible factors in a pure component 
factorization.  

The new analysis of the ambiguity of reaction rate constants extends recent research activities on the 
Area of Feasible Solutions (AFS). The consistency with a given chemical reaction scheme is shown to 
be a valuable tool in order to reduce the AFS.  

In this poster the new methods are presented and applied to model as well as experimental FT/IR data. 
 
 
 

The 
figures 
show the 

ambiguity of reaction rate constants for the kinetic model A  B without noise (left) and with noise (right). 
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Modern High-Performance Liquid Chromatography (HPLC) instruments are able to provide 

highly complex signals suitable for routine analysis, from which the relevant information should be 
extracted. Nowadays, the data processing step of such samples may constitute a bottleneck, conditioning 
sample throughput. Problems such as the presence of irregular baselines, noise, multiple peaks 
(sometimes highly overlapped), should be addressed. This should be done preferably with little (or none) 
user supervision, for a maximal benefit and highest speed. 

In this work, several tools for the automatic analysis of highly complex signals are developed and 
evaluated, with the final aim of using them for the gradient optimisation of fingerprint chromatograms. 
The BEADS algorithm [1], using self-configured working parameters, is used for baseline correction. 
An objective function was developed to measure the quality of the recovered baseline. Peak detection 
made use of the original signal and its smoothed and first-order derivative transforms, the two latter 
calculated with the Savitzky-Golay algorithm adjusting the window size until obtaining uncorrelated 
noise [2]. 

The process implies operations such as the iterative elimination of false positives, peak merging 
of residual side signals, and recursive baseline re-evaluation for partially overlapped peaks. By default, 
the critical peak size is established attending to the noise, once the peak regions have been removed until 
self-consistency. The optimisation is based on the measurement of the peak prominence (area fraction of 
the emerging part of a peak with regard to the two valleys delimiting it) [3], and parameters such as peak 
area, height and limits. For testing the algorithm, several complex chromatograms corresponding to 
fingerprint extracts and gradients of Brij-35 (a non-ionic surfactant) in micellar conditions, were studied.  
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Multiple self organizing maps (mSOMs) are an extension of a conventional SOM where additional maps 
are used to represent some parts of data instead of binding them into a single map. In this presentation, 
mSOMs, in an unsupervised manner, were applied for classification problems. The classification rule 
was simply based on identification of the trained map unit which was the most similar to an unknown 
sample. To determine the optimum size and arrangement of the SOM maps, a growing self organizing 
map (GSOM) algorithm was adapted. Validated based on some datasets such as Iris flower [1], breast 
cancer [2], thermal analysis of polymer [3] and soil datasets, the predictive results were compared with 
the classification model using a single SOM, some previously established Kohonen network methods 
such as counter propagation network (CPN) and supervised Kohonen network (SKN) and a classical non-
linear classifier such as k-nearest neighbors (k-NN). The reliability of the models was evaluated using a 
bootstrap methodology and this resulted in some statistical indices based on the majority vote including 
percentage predictive ability (%PA), percentage model stability (%MS) and percentage correctly 
classified (%CC). In any case, the mSOMs showed significantly better predictive ability when compared 
to the single SOM. The developed mSOMs could be confronted by CPN, SKN and k-NN when applied 
to the Iris flower, polymer and soil datasets. One possible explanation for the improvement could be that 
each of the maps was executively trained using the samples from only one specific group or class 
membership, and therefore each of the trained maps could efficiently learn and independently form itself 
to represent the characteristic variation within the class data. On the other hand, if the samples from all 
of the class memberships were organized onto a single map, some parts of the map were used to express 
the dissimilarity between the samples from the different classes and they were not useful for the 
classification task.  
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Authentication is the process of determining whether an object is, in fact, what it is declared to be. In 
some cases the answer is found by means of direct chemical analysis, which confirms that the product 
quality meets technical/regularity documentation. As a rule, these analyses are time and labor consuming. 
Another approach is to conduct some quick, relatively cheap, and often non-destructive measurements 
with  subsequent data processing by means of chemometrics. When claiming authentication as a goal, 
analysts often substitute authentication task by solving discrimination problems. Pattern recognition 
encloses a big variety of different methods and techniques. Each type of problem demands requires an 
application of relevant methods. A well constructed discrimination method will perfectly classifies a new 
sample, only if in case this sample is a member of a one of the predefined classes. However, in case a 
new sample does not belong to any of such classes, the discriminant analysis is unable to properly define 
the membership of the sample. Thus, discrimination methods are inappropriate for solving authentication 
problems. Class-modeling methods intend to develop the acceptance area around the target class, and, 
thus, delimit the target objects from any other objects and classes. This is the reason why only the one-
class classifiers should be used for authentication [1].  
Our considerations are illustrated by a real-world example and comparison the results provided by two 
types of methods. They are Partial Least Squares- Discriminant Analysis, PLS-DA, and Data Driven Soft 
Independent Modeling of Class Analogy, DD-SIMCA. 
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There are many strategies to stating a multivariate calibration model. Two of the most popular 
approaches are often referred to as classical least squares (CLS) and inverse least squares (ILS). 
Underlying CLS is the concept that the analyte signal used for quantitation (the net analyte signal, 
NAS) has to be orthogonal to the signal of the other constituents in the sample (here regarded as 
interferents), to avoid analyte prediction bias from the other constituents. Although this orthogonality 
condition ensures full selectivity for the analyte, it may also decrease the NAS excessively and increase 
the mean squared error (MSE) of prediction. The magnitude of bias introduced by an interferent 
depends on the amount of the interferent and the sensitivity of the model for that interferent and hence, 
under certain circumstances, the orthogonality requisite of CLS can be relaxed to allow a small bias 
from the interferents if, in return, there is an increase in the NAS and hence a reduction in MSE.  This 
presentation begins with CLS and then develops a relaxed version of CLS (rCLS) by relaxing the CLS 
selectivity constraints. Comments are provided relating rCLS models to ILS approaches such as partial 
least squares (PLS), principal component regression (PCR) and ridge regression (RR). Other works 
have developed modeling theories characterizing interrelationships between CLS and ILS calibrations. 
Different with rCLS is the reliance on directly relaxing the CLS orthogonality (selectivity) constraints 
to form a multitude of models depending on the relaxation parameters. From the development of rCLS, 
selectivity and sensitivity measures are presented that converge to the usual selectivity and sensitivity 
merits in the orthogonal constrained situation. A selectivity coefficient is defined that directly shows 
the bias introduced in a prediction. Trends in selectivity, sensitivity, and other NAS merits for CLS, 
rCLS, PLS, and RR are characterized for two near infrared spectral data sets. Observations are 
provided on using these trends to select respective tuning parameters.  
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Outlier detection is an important part of data analysis. Strong outliers are known to be harmful to 
predictive ability of models and lead to misinterpretation of data. This work proposed a new strategy to 
detect outliers in analytical data. The decision was based on a majority vote from classifiers trained on 
bootstrap samples. The sample data were iteratively and randomly split into train and test sets. 
Classification models were established and statistical indices namely percentage predictive ability 
(%PA) and percentage model stability (%MS) were calculated [1]. With respect to the classification 
methods used, the %PA and %MS values of each sample were used to judge whether they were outliers 
in the dataset; samples having high %MS but low %PA [2]. The developed methodology was tested 
with various classification methods including one and multi-class classifications. The results from 
several classification methods were compared and discussed. We illustrated our methodology using 
both real data examples and simulated data. 
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Abstract: 
Scanning tunneling microscope-break junction (STM-BJ) has been developed to one of the most successful 
methods to determine the conductance of single-molecule junctions with two metal electrodes1. Through this 
method, current-distance spectroscopy is recorded to measure the single-molecular conductance. However, one 
can not get the reasonable value from single current-distance spectroscopy for the single-molecule conductance 
for the complicated factor difference in every junctions. Thus,  statistical analysis is needed to get a representative 
conductance value for single-molecule jucntions2. 
In this work, we measurement the  single-molecule conductance of amine-terminated benzene containing different 
non-metallic element (C, O and S) in the molecule backbone at room temperature. Comparing with the 
conductance histogram obtained from statistical analysis from linear bin size, that from log bin size can give out 
obviuos results as shown in Figure 1. The results give out 10-3.75 , 10-4.0 , 10-4.2 G0 (G0 =77400 nS) for the single-
molecule conductance of 4,4'-oxydianiline (ODA), 4,4'-thiodianiline (TDA) and 4, 4'-methylenedianiline (MDA) 
(Figure 1), respectively. Those results give out the order of GODA > GTDA > GMDA, which is consistent with the order 
of electronegativity of O, S and C. The current study shows that conductance histogram from statistical analysis 
with log bin size can easily detect the  single-molecule conductance. 
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Figure 2: Schematic diagram of the STM-BJ approach for 
conductance measurement of single molecular junctions and 
One-dimensional conductance histogram of  ODA, TDA and 
MDA constructed from thousand current-distance spectroscopy. 
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The interest in developing chemometric approaches that incorporate a priori knowledge about sampling 
error, instrumentation noise or other possible sources of variation has been driven by the possibility of 
improving the extraction of information from collected multivariate chemical data. To date, several 
methods such as maximum likelihood principal component analysis, MLPCA [1], multivariate curve 
resolution-weighted alternating least-squares, MCR-WALS [2], or positive matrix factorization, PMF 
[3,4], which include measurement uncertainty information, have been presented in the literature. In this 
work, we present a probabilistic soft independent modelling of class analogy, SIMCA, approach as a 
counterpart to the classic SIMCA method. The goal of classic SIMCA is to create boundaries for each 
group separately by using classic principal component analysis. Thus, a straightforward way to create a 
probabilistic SIMCA approach is to use one of the following methods: probabilistic principal component 
analysis [5], maximum likelihood common factor analysis [6] or MLPCA instead of the classic principal 
component analysis. We discuss and illustrate the properties of these candidate methods in a comparative 
study using simulated data sets. Furthermore, several other important issues need to be addressed, 
namely, how to evaluate the complexity of such a probabilistic model, how to make a prediction for the 
independent test set and how to select representative model and test sets. All of these issues using real 
and simulated data sets are also discussed in this study. 
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In advanced metabolomics experiments often a large number of response variables is measured, while 
the levels of one or several factors are varied. Often the number of response variables vastly exceeds the 
sample size. Consequently, well-established techniques such as MANOVA cannot be used to analyze 
such data. ANOVA simultaneous component analysis (ASCA), as an alternative to MANOVA, can be 
used in this case, but at the price of assuming that variables are uncorrelated [1].  
 
Here, regularized MANOVA (rMANOVA) analysis is presented [1]. The rMANOVA model is 
essentially a weighted average of the ASCA and MANOVA models, and comprises these two as special 
cases. The optimal weight is determined in a data driven fashion employing a Stein-type shrinkage 
estimator of the within-group covariance matrix. Compared to ASCA, rMANOVA allows for correlated 
variables, thus offering a more realistic view of the data. Compared to MANOVA, rMANOVA is also 
applicable when the number of variables is (much) larger than the sample size.  
 
rMANOVA is compared with ASCA, PCA + MANOVA (MANOVA applied to PCA-scores), and 
ANOVA-PLS [2] for a number of simulated data structures. The application of rMANOVA to multi-
factor untargeted metabolomics data is illustrated by analysis of NMR data and LC-MS data. We 
conclude that rMANOVA is a highly promising method for analysis of metabolomics data.  
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Biogenic amines are formed by precursor amino acids and various microorganisms present in the wine, 
at any step of production, ageing or storage. The presence of biogenic amines in wines has been studied 
extensively since 1980 and particularly over the last 10 years as a consequence of the increasing attention 
to consumer health protection. Also, biogenic amines have the potential to be applied as indicators of 
food spoilage and/or authenticity.  
In this work, 684 samples of wines from different Spanish Regions have been analysed in order to control 
the content of histamine, tyramine, phenylethylamine, cadaverine and putrescine during 2010, 2014 and 
2015.  
The β-content tolerance intervals are used to model the statistical distribution of histamine[1]. Copulas 
[2] are also used to obtain their multivariate confidence region between histamine and tyramine. They 
have been built for the first time in the oenological field. The β-content tolerance intervals were obtained 
with STATGRAPHICS [3]. The ‘Statistics and Machine Learning Toolbox’ [4] has been used to estimate 
the margin distribution for each BAs content and the copula for the multivariate interrelation between 
them. A home-made function in Matlab has been built to obtain the probability of the tolerance region in 
a level of the joint cumulative density function estimated.  
When the statistical control is made for each BA separately and there is lack of normality, then the β-
content tolerance interval is more adequate than the usual confidence interval. Using β-content tolerance 
intervals, for histamine content, in the case of the population of red Spanish wines in 2010, only 53.9 % 
of the distribution would be below 10 ppm (if we want to affirm it with a 95 % confidence). This 
percentage of population increases from 53.9 to 74.6 % in the year 2014 and to 90.2 % in 2015. (10 ppm 
was the limit in Switzerland until 2011). 
Multivariate methods are necessary since independence cannot be assumed among the variables under 
investigation as in BAs content in wines. In this case lack of normality can occur in different ways:  i) 
The marginal distribution of BAs may not be normal; ii) The BAs content together have a very nonlinear 
relationship in the wines, so the multivariate normality is not valid once more. Multivariate distributions 
built from copulas have been proved very useful in recent years in many applications. A copula can be 
used to couple different marginals (BAs content in wine) together and to build Their bivariate 
distributions. This method separates a bivariate distribution into two components, two marginals and a 
copula, providing a very flexible framework in multivariate modeling. In this work the conjoint 
distribution of histamine and tyramine is well modeled by a Clayton copula with margins estimated by 
Gaussian kernel, being this distribution similar for the three years analyzed. 
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Eddy current testing (ECT) is one of the well-known non-destructive methods for identification of 
conductive materials as well as for their diagnostics, including detection of flaws (both on and under 
surface), cracks, corrosion, evaluation of electrical conductivity, thickness and many other properties. 
The method can be used both with magnetic and non-magnetic objects. 
The main part of any ECT device is a sensor, which usually consists of two inductance coils with a 
magnetic core (or just wire coils in a simple form). An alternating current (AC) source with preset 
frequency and amplitude is used to activate one of the coils (usually called as transmitting coil), which 
creates a changing magnetic field around the sensor. If the sensor is located close to a conductive sample, 
the magnetic field is induced to the sample and creates eddy currents, which, in their turn, produce a 
secondary magnetic field opposed to the primary field produced by the transmitting coil. The second 
(receiving) coil collects the superposition of the two fields and generates a signal for analysis  
The properties of the secondary field (and, therefore, of the superposition of the two fields) depend on 
many parameters including type of material (mainly its electrical conductivity), its thickness, distance 
between the sample and the sensor, as well as the presence of any disturbances on or under the sample’s 

surface, such as cracks, scratches, coatings, and other flaws. This actually leads to the one of the biggest 
disadvantage of the method — its sensitivity depends on many interfering factors and often it is very 
difficult to resolve them if more than just one are unknown. 
One of the ways to tackle this problem is to use multi-frequency measurements, when the parameters of 
the magnetic fields are measured for a range of AC frequencies used to activate the induction coil. The 
results of such measurements are often represented in a graphical form by so called scanning hodographs 
— diagrams showing how resistance and reactance of the receiving coil are changing depending on the 
activation frequency. The shape of the hodographs reflects influence of the main factors and thorough 
investigation of the shape as well as comparing the shapes with measurements made for standard objects 
can be quite useful. At the same time such approach is rather subjective and does not allow to carry out 
automatic measurements. It was also found out that for many real it does not allow to resolve several 
factors. 
In the present study we propose a multivariate approach for solving the problem of interfering factors in 
eddy current testing. The general idea is to represent changes in resistance and reactance of the measuring 
system caused by different activating frequencies for a particular sample in a form of a spectrum and use 
multivariate techniques for finding hidden patterns in the changes, which may mainly reflect an influence 
of a particular factor.  
In order to test the feasibility of the proposed approach we investigated a possibility to resolve at least 
two competing factors, namely a conductivity of a sample and a margin between the sample and a sensor. 
Besides that, an analysis of how the range of used frequencies influences the resolution results has been 
carried out.
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The aim of data preprocessing is to remove data artifacts—such as a baseline, scatter effects or noise—

from the data and to enhance the analytically relevant information. Many preprocessing methods exist to 
do either or both; it is not at all clear on beforehand which preprocessing methods should optimally be 
used [1]. Recently, we have developed a novel, simple approach based on Design of Experiments (DoE) 
and Partial Least Squares (PLS), which enables to select an optimal preprocessing within reasonable time 
[2]. 
 
In that approach, the focus was solely on increasing model performance (Root Mean Square Error of 
Prediction, RMSEP). In many chemometrics applications, however, the interpretation of the model 
results may be just as important, if not even more relevant. A common way of interpreting chemometric 
models is by variable selection. Here, we extend our original approach by replacing PLS with PPRV-
FCAM (Predictive Property Ranked Variable reduction using Final Complexity Adapted Models, 
developed by Andries et al. [3]), which iteratively integrates PLS with variable selection. 
 
Preprocessing and variable selection are strongly related, since proper removal of data artifacts should 
also improve the selection of relevant variables. By analyzing several experimental data sets of which 
the true relevant variables are known, we show that the simultaneous optimization of preprocessing and 
variable selection considerably improves model performance. Moreover, a selection of variables is 
provided that complies more with the true relevant variables compared to individual optimization of both 
model aspects. 
 
This work is part of the ‘Analysis of Large data sets By Enhanced Robust Techniques’ project 

(ALBERT), which aims to develop generic strategies and methods to facilitate better and more robust 
chemometric and statistical analyses of complex analytical data. 
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Selecting the optimal number of components remains a difficult and essential task in PLS model 
optimization. A wrong number of components may result in overfitted models with suboptimal prediction 
power and lead to incorrect model interpretation. Several methods including cross-validation, leverage 
correction and randomization tests are currently in use for this selection. Here, we present and evaluate 
a new randomization test: Weight Randomization Test (WRT), in light of the recently introduced 
underlying theory of the PLS algorithm [1]. WRT does not use the incorrect assumption that “the latent 

variables enter the model in a natural order” [2]. This method is less computationally demanding than 
standard randomization tests [2] and can thus be applied to large datasets and chemometric procedures 
including optimization of external (hyper-)parameters.  
  
In this study, we focus on a practical comparison of WRT with cross-validation. We consider two 
different application areas of PLS models: classification and regression. In the classification example, 
several two-class datasets with different levels of known differences are used. Double cross-validated 
models with permutation tests [3] are compared with single cross-validated models with WRT. 
Computational time, model performance and number of components are evaluated and guidelines for 
practitioners are provided.  
 
In the regression example, the influence of model complexity on the selection of the correct 
hyperparameters (i.e. data preprocessing [4]) is assessed, using an experimental spectroscopy data set. 
Computational time, model performance, number of components and variable selection of single cross-
validated models are compared with WRT-based models. These examples show that WRT leads to less 
complex and more stable and interpretable PLS models in a fast way. 
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The selection of the optimal number of latent variables remains a difficult, but essential, task in Partial 
Least Squares (PLS). Randomization tests have the advantage of being automatic and using the entire 
dataset, in contrary with the widely used cross-validation approaches. PLS modeling may include 
component(s) with large amount of irrelevant data variation. The reformulation of PLS model may or 
may not be affected by these irrelevant components depending on the assigned y-loading. This has been 
recently indicated by us in the basic sequence framework on the underlying theory of the PLS 
algorithm and presented to the chemometrics society [1]. These irrelevant latent variables, however, 
immediately impact the null-distribution in a randomization test for the selection of the number of 
latent variables. In this case, PLS models with these latent variables may result in false positive tests 
due to the incorrect assumption that “the latent variables enter the model in a natural order” [2]. In this 

work, we introduce a new randomization test, Weight Randomization Test (WRT), in light of the 
underlying theory of the PLS algorithm. In the proposed method the null-distribution is better 
understood and defined with a more efficient implementation. We illustrate its effectiveness in 
optimization of preprocessing as model hyperparameter, as well as in model selection, where results are 
compared with the double cross-validation procedure. 
 
Keywords: Partial Least Squares, Number of components, Randomization test 
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Flow Cytometry (FC)-based gating allows the selection of single cells based on their expression of 
surface markers. Currently gating mostly is done bivariately, even though many more markers may be 
measured on the same cell using current FC technology. Only multivariate approaches may extract all 
aspects of cell variability from the data [1], including those associated with co-expression of multiple 
surface markers. A quantitative multivariate approach dedicated to gating would lead to objective 
analysis of cells that are activated during the immune response. In this context we have developed a 
method called Elimination of Cells Laying in Patterns Similar to Endogeneity (ECLIPSE) that provides 
a multivariate filter for cells of which the surface markers expression is also observed in healthy 
individuals. With those cells that pass the filter we build a Response model that focuses only on 
variability present in activated cells. The objectivity of all models is warranted by validation procedures 
in widespread use, specifically adapted to the multiset structure of MFC data. 
The resulting ECLIPSE method provides a focused view on the variability in surface marker expression 
observed in cells that were quantitatively determined to be response-related. 
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Principal Component Analysis (PCA) is widely used in analytical chemistry, to reduce the dimensionality 
of a multivariate data set by a few Principal Components (PCs) that summarize the predominant patterns 
in the data. An accurate estimate of the number of PCs is indispensable, in order to provide meaningful 
interpretations and extract useful information. Existing estimates for the number of PCs fall short with 
complex datasets with serious collinearity, noise or outliers. We present here how Angle Distribution of 
the Loading Subspaces (ADLS) can be used to estimate the number of PCs based on the variability of 
loading subspace across bootstrap resamples. Based on comprehensive comparisons with other well 
known methods for the determination of the number of PCs applied on datasets with complementary 
characteristics, we show that ADLS (1) may quantify the stability for a PCA model with several numbers 
of PCs; (2) better estimates the appropriate number of PCs when compared with the cross-validation and 
scree plot methods, specifically for coherent data, and (3) can be used to detect outliers by comparing 
the sample frequency across bootstrap set. This is the first time that a method integrates these tasks. We 
further demonstrate how the analysis of different types of real-life spectroscopic datasets may benefit 
from these advantages of ADLS.  
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Near-infrared (NIR) spectroscopy has increasingly been adopted as an very useful analytical tool in 
various fields, such as the agricultural, food, pharmaceutical, environmental, clinical and herbal in the 
past 20 years. Variable selection techniques have played a key role in the analysis of near infrared 
spectroscopy. Liang and Yun confirmed the importance and necessity of variable selection in near 
infrared spectroscopy [1]. The purpose and significance of variable selection can be summarized in three 
aspects: (1) improving the prediction performance of the predictors, (2) providing faster and more cost-
effective predictors by reducing the curse of dimensionality, (3) providing a better understanding and 
interpretation of the underlying process that generated the data [2]. However, in the face of the large 
number of spectral variables, it is a NP hard optimization problem to find the optimal variable subset that 
satisfies the above three aspects. In the past two decades, a large number of variable selection methods 
have been developed to deal with this problem. They can be divided into two categories as wavelength 
inteval selection and wavelength point selection method. In this study, we will review these two kinds of 
methods and make a deep comparison on the selected variables and its prediction performance and 
reliability through nine NIR datasets which have different ratioes of the number of variables to samples. 
Fig.1. shows the size of nine NIR datasets and the variable selection methods used to compare in this 
study. 
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1. Soy dataset : 54×175
2. Beer dataset: 60×576
3. Corn dataset : 80×700
4. Wheat dataset: 100×701
5. Diseul dataset: 246×401
6. Tables dataset: 310×407
7. Wheat Kernels dataset: 

523×100
8. Shootout dataset: 655×650
9. Tabacco dataset: 300×1557

Variable selection methods in NIR:
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Fig. 1. Size of nine NIR datasets and the variable selection methods used to compare in this study. 
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Missing Data Imputation (MDI) Toolbox [1] is presented here to impute missing values in incomplete 
data sets following missing completely at random (MCAR) patterns [2]. MDI Toolbox includes 
principal component analysis (PCA) model building methods with missing data able to reconstruct the 
missing values coherently with the latent structure of the available measurements.  
Several methods from the literature are included in this toolbox: trimmed scores regression (TSR), 
known data regression (KDR), KDR with principal component regression (KDR-PCR), KDR with 
partial least squares (KDR-PLS), projection to the model plane (PMP) [3], iterative algorithm (IA) [4], 
modified nonlinear iterative partial least squares regression algorithm (NIPALS) [5] and data 
augmentation (DA) [6]. TSR is presented as the default method for its good performance with all data 
structures [3].  
A graphical user-friendly interface is provided with the toolbox to ease its use. In this way, several 
windows guide the user step by step: from the data acquisition and settings to the results exploitation 
via interactive loadings and scores plots.  
MDI Toolbox presents a general procedure to impute missing data, thus it can be used to infer PCA 
models with missing data, to estimate the covariance structure of incomplete data matrices, or to 
impute the missing values as a preprocessing step of other methodologies.  
The MDI toolbox is freely available for academic purposes at http://mseg.webs.upv.es.  
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In chemometrics, the goal of building a model is often not using the model itself but rather the 
interpretation of said model. Moreover, variations among individuals is a phenomenon that can greatly 
hinder the analysis of an experiment. These individual variations are caused by for example the 
subject’s age, sex or diet and cannot be completely known or controlled by the researcher[1]. 
Individual variation can be especially hindering when it comes to interpretation, as it can lead to 
identification of the wrong variable(s), for this reason analyzing the data directly is often not feasible. 
Coping with these variations is therefore essential for a correct model interpretation.  
In this work we focus on the situation where we have a relevant group of controls and a group under 
investigation. The goal is to find a reliable model for the differences between the two groups. This 
model can then be interpreted to find the mechanism responsible for whatever difference there is. The 
control group can be used to get an estimate of the aforementioned individual variation. We investigate 
a method where we first model the control group and project the data of the experimental group on this 
model. The residuals of this projection are expected to be free of the unwanted healthy individual 
variations and to contain only the effect under consideration. However, this approach is known to 
suffer from the so-called smearing effect[2], an effect that can cause the identification of the wrong 
variables. We show with a simple simulation that this effect indeed occurs because the residuals are 
orthogonal to the control model. This leads to a biased model. 
To alleviate the smearing effect we propose to create a compromise between the residuals and the 
original data of the group under investigation. We show that this compromise performs better than the 
two extremes it is created from on simulated data as well as (quasi) real world data. This method is 
promising for the analysis of data with hindering individual variations and can improve the 
interpretation of residuals based methods in general. 
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Certain ingredients present in complex blends of food products play an important role in the processing 
industry for adding texture, enhancing tasting, etc… However, controlling their proportions is essential 

both to asses the legal requirements for the safety of consumers and to avoid fraud in food labelling. The 
samples available were processed using NIR technology to obtain their spectra and were labelled with 
the proportion of ingredients with which they were built. This work proposes a combination of two 
Machine Learning (ML) techniques for predicting such proportions of ingredients in food products from 
NIR spectra. These techniques have been shown good performance on NIR spectra before in the literature 
[1, 2]. 
The goal of this work is twofold: On one hand, the aim is to predict the proportion of ingredients as much 
as closer to the real one. On the other hand, the aim is to avoid predicting a high number of low 
proportions of ingredients that in fact are not present in the real sample. Regression is the technique taken 
to reach the first goal.  Simple regression models rather than other more complex models will be chosen 
in order to avoid overfitting in high dimensional and noisy problems, as those that involves NIR 
spectroscopy. In this sense, and taking into account the second goal, linear models are more suitable in 
this case. This is so, since in addition to being simple, they are able to predict zero or negative values 
avoiding the so-called long tail; in contrast, for instance, to other simple models, as sigmoidal models, 
which could always predict positive values. In certain sense, linear models in regression techniques can 
handle the second goal. However, they are not focused on detect the presence or absence of ingredients 
in a sample. Hence, classification techniques are more adequate to this purpose. Therefore, combining 
both techniques leads to a more promising method that provides good proportion predictions that taking 
just one technique on their own. The combination takes places as follows: i) Only if the classification 
model predicts the presence of the ingredient and the regression model offers a positive value and the 
classification model predicts the presence of the ingredient, then, that positive value is taken for this 
ingredient. ii) A null proportion is taken otherwise. The well-known Support Vector Regression (SVR) 
for regression and Support Vector Machine (SVM) for classification were taken, since both techniques 
have shown promising performance with high dimensional and noisy data [3]. Experiments carried out 
show an error of 0.32% in detecting the presence of ingredients and of 7.22% in predicting the 
proportions of ingredients whose presence is predicted. 
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We investigated the effect of both the calibration set size (number of samples) and the calibration 
sampling method on the performance of visible- and near-infrared (vis–NIR) models to predict clay 
content. We evaluated the following calibration sampling algorithms: Kenard–Stone (KSS), fuzzy c-
means (FCMS) and the conditioned Latin hypercube (cLHS). These algorithms were tested on a 
continental vis–NIR library of Europan soils which comprises about 19.000 samples. A validation set 
of 2.000 samples was randomly selected from the vis–NIR library and the remaining samples were 
used as potential candidates for calibration. From this set of candidates, we sampled substes of different 
sizes starting with 30 samples up to 2.000 samples in steps of 10. This process was done for each 
sampling algorithm. Each calibration subset was used to build a vis–NIR model to predict clay content 
in the validation set. These models were calibrated using the support vector regression machine (SVM) 
algorithm. The root mean square error (RMSE) of prediction was used to evaluate the sensitivity of the 
models to both the sampling algorithm and the calibration set size.  

In this presentation, we provide an overview of the different calibration sampling algorithms in terms 
of predictive performance and representativeness of the selected samples. In addition, we propose a 
simple method to optimize the calibration set size based only the vis–NIR data (i.e. without prior 
knowledge of the response variables). The method presented here is an extension of the ones recently 
introduced in [1].  It is based on the comparisons of the probability density functions of the vis–NIR 
data of the calibration subset against their equivalents in the population. Finally, we present some 
software tools [2] that we have developed to aid in the selection of optimal calibration sets. 

[1] Ramirez-Lopez, L., Schmidt, K., Behrens, T., van Wesemael, B., Dematte, J. A., Scholten, T.. 
Sampling optimal calibration sets in soil infrared spectroscopy. Geoderma, 226, 140-150. (2014).  

[2]Stevens, A., Ramirez-Lopez, L. An introduction to the prospectr package. R package Vignette R 
package version 0.1.3. (2013). 
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This work aims to exhaustively identify the volatile organic compounds (VOCs) that can appear in 
exhaled human breath and determine their relative composition using Gas Chromatography/Mass 
Spectrometry (GC-MS) in combination with Solid-Phase Microextraction (SPME)[1]. Later, this study 
will contribute to choose the appropriate coating to fonctionnalise an array of sensors for electronic 
nose[2]. 

Tedlar gas bags were chosen to collection of human breath. A dozen of healthy subjects (smoker and 
non-smokers of all ages and gender) who had not ingested coffee or alcohol for at least 24h have been 
asked to inhale moderately and then to exhale as much as possible. After collection, SPME fiber have 
been exposed for one hour in the collected breath and ambient air was collected at same time[3]. 

A number of 2000 volatile organic compounds was detected on breath samples like hydrocarbons 
alcohols, aldehydes, ketones, amides, furanes, aromatic compounds, ester, thiols, etc (Figure 1). 
Multivariable PCA over total ion chromatogram (TIC) and over mass ion spectrum have been done. The 
statistical method using mass spectrum seems to be the most discriminant and allowed to distinguish two 
groups : smoker and non smoker subjects (Figure 2). 

 
 

 
 
Figure 1 : Volatile compounds family repartition Figure 2 : Principal component analysis (PCA) results using  

mass ion spectrum dataset  
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A problem of calibration transfer is well-known in analytical chemistry. Most of the works 
addressing this problem are coming from spectroscopy domain. The problem appears every time when 
one wants to use calibration model developed for one analytical instrument (e.g. near infrared (NIR) 
spectrometer) with the data obtained by another instrument of the same type (another NIR spectrometer). 
This is especially relevant to multivariate calibration models since they typically require large number 
of samples to establish reliable calibration. This large number may be hard/long to measure again on 
another instrument. Due to the fact that two spectrometers are not identical copies and they may differ in 
spectral shape, sensitivity, operating conditions, etc. direct application of a calibration model to the data 
from another spectrometer is normally not possible, since it leads to unacceptable growth of analytical 
errors in quantification of target sample parameters. Numerous methods were developed to perform 
calibration transfer and most of them are reviewed in the work [1]. The calibration transfer procedure 
can be based on correction of regression model parameters (slope and bias) or it can employ correction 
(conversion) of the second instrument response. The latter case can be considered in a broader context 
as a calibration transfer between two absolutely different analytical methods.  

In this work we suggest the procedure for transfer of calibration models between different 
analytical methods. It is based on the conversion of analytical signals from one instrument into the format 
of another instrument. This conversion is performed in latent variable space as follows:  

X1=T1P1
t (1), P2=T1tr

+X2tr (2), T2=X2dataP2
+  (3), X2cor=T2P1

t (4). 
First we decompose the data X1 from the first instrument using SVD (singular value 

decomposition) procedure, then from the score matrix T1 we choose only the lines corresponding to the 
samples available in X2tr which yields T1tr. Using T1tr matrix and X2tr we compute P2 – the loadings for 
the second instrument, where T1tr

+ refers to matrix pseudo-inverse. Then we calculate corresponding 
score matrix for the data from the second instrument (X2data) which we plan to use for prediction with 
calibration model from the first instrument and finally we compute corrected response from the second 
instrument (X2cor) which can be further used with the model from the first instrument. 

The performance of the suggested method was tested with simulated data sets and with real data. 
Three real datasets were addressed: calibration models constructed for quantification of Co, Ni and Cu 
in their triple mixtures with energy-dispersive X-ray fluorescence measurements were successfully 
employed for prediction of these three metals from UV-Vis spectrometry data; calibration models for 
sugar quantification in marzipan samples by two NIR instruments operating in different wavelength 
ranges; calibration models for API quantification in tabletsby two similar NIR instruments. It appears 
that the method can have a broad range of possible applications in analytical chemistry. 
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The application of chemometrics in food science has revolutionized the field by allowing the creation of 
models able to automate a broad range of applications such as food authenticity and food fraud detection. 
In order to create effective and general models able to address the complexity of real life problems, a 
vast amount of varied training samples are required. Training dataset has to cover all possible types of 
sample and instrument variability [1]. However, acquiring a varied amount of samples is a time 
consuming and costly process, in which collecting samples representative of the real world variation is 
not always possible, specially in some application fields. To address this problem, a novel framework 
for the application of data augmentation [2] techniques to spectroscopic data has been designed and 
implemented. This is a carefully designed pipeline of four complementary and independent blocks which 
can be finely tuned depending on the desired variance for enhancing model's robustness: a) blending 
spectra, b) changing baseline, c) shifting along x axis, and d) adding random noise.  
 
 

 
 
   

This novel data augmentation solution has been tested in order to obtain highly efficient generalised 
classification model based on spectroscopic data. Fourier transform mid-infrared (FT-IR) spectroscopic 
data of eleven pure vegetable oils (106 admixtures) for the rapid identification of vegetable oil species 
in mixtures of oils have been used as a case study to demonstrate the influence of this pioneering approach 
in chemometrics, obtaining a 10% improvement in classification which is crucial in some applications 
of food adulteration. 
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In the age of the internet of things, when increasingly computerized instrumentation can produce data 

sets with thousands of variables, a need for reducing the number of variables keeping high interpretability 
has emerged as high priority in multivariate statistics. For this reason, several variable selection 
techniques, like interval partial least squares (i-PLS) [1] and variable influence on projection (VIP) for 
latent models [2], inter alia, have been developed [3].  

 
Since the choice of the variable selection method depends on the characteristics of the data and the 

purpose of the multivariate analysis, fair comparisons of different variable selection methodologies need 
to be done in order to select the most convenient one. Some interesting comparisons have been published 
[4]; and here, we want to contribute presenting a fair comparison between a new VIP approach for O2PLS 
models [5] (which performs a variable sorting by importance in both ways XY) and other variable 
selection methods, e.g. i-PLS, using real data.  

 
 

Acknowledgement: The authors would like to acknowledge the financial support from MKS Data Analytics Solutions 
(formerly MKS Umetrics) (BG-P) and the Industrial Doctoral School (IDS), Umeå University, Sweden. 
 
 
References: 
 
 
[1] F. Lindgren, P. Geladi, S. Rännar, S. Wold, Interactive variable selection (IVS) for PLS. Part 1: Theory and 

algorithms, Journal of Chemometrics, 8, p. 349 (1994). 
[2] B. Galindo-Prieto, L. Eriksson, J. Trygg, Variable influence on projection (VIP) for orthogonal projections to latent 

structures (OPLS), Journal of Chemometrics, 28, p. 623 (2014). 
[3] C.M. Andersen, R. Bro, Variable selection in regression-a tutorial, Journal of Chemometrics, 24, p. 728 (2010). 
[4] M. Farrés, S. Platikanov, S. Tsakovski, R. Tauler, Comparison of the variable importance in projection (VIP) and 

of the selectivity ratio (SR) methods for variable selection and interpretation, Journal of Chemometrics, 29, p. 528 
(2015). 

[5] J. Trygg, O2-PLS for qualitative and quantitative analysis in multivariate calibration, Journal of Chemometrics, 16, 
p. 283 (2002). 



P-038 
 

ACHIEVING ACCURATE REPRODUCIBLE RESULTS AND 
COMPUTATIONAL CHALLENGES IN LARGE SCALE UNTARGETED 

METABOLOMIC STUDIES 
 

A. Pasamontes 1, V. Koval 1, A.C. Dubbelman 1,  
M.S. van Vliet 1, A.C. Harms 1, T. Hankemeier 1 

 
1Leiden Academic Center for Drug Research, Leiden University, Leiden, The Netherlands. 

 
 

Untargeted feature extraction in metabolomics has been a long standing challenge in HPLC/MS [1]. 
Another level of complexity is added for mapping features between batches in large scale multi-batch 
(sometimes spread in time) studies. Apart from the complicated task to map features detected in different 
samples and batches and merging them in a unified output, we also have to deal with analytical drift and 
possible changes in instrumentation over long running projects.  
 
In this study, we propose a workflow for untargeted metabolomics including several additional 
techniques to assure consistent results in large studies. This includes library building from pooled 
samples, inclusion of standards to correct for detector response and retention index correction to facilitate 
accurate alignment. Previously, using the retention time index was applied to GCMS to convert the 
measured retention time to system independent constants using Kovats retention index [2]. For HPLC, 
the offset in retention times are less constant over time than in GC, especially when working with less 
robust separations such as HILIC where the shifts may be unpredictable. We show that with appropriate 
controls in place, that rugged metabolomics profiles can be obtained and accurate relative quantitation is 
possible for diverse samples measured in large scale studies. 
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In the last years Near Infrared spectroscopy (NIR) has become a very useful analytical technique for the 
pharmaceutical industry, since it provides chemical and physical information of samples in a non-
destructive manner, allowing on-line qualitative and quantitative analysis. Also Chemometrics plays a 
fundamental role for the extraction and analysis of the information contained in the NIR spectra. 
Segregation is known as the process in which the components of a powder mixture are separated by effect 
of an external stimulus, resulting in the spatial heterogeneity. Sifting is the most common segregation 
mechanism in powdered pharmaceuticals and it occurs due to the difference between particle sizes. If a 
pharmaceutical product undergoes to segregation during manufacturing, several problems that affect 
directly the quality of products and processes arise; eventually leading to batch failures related with 
uniformity of content and dosage units. 
In this study two spectra acquisition modes were evaluated –dynamic and static- in which the spectra 
were acquired while the sample holder accessory was rotating. In the dynamic mode the sample area 
analyzed was approximately 6 times bigger than in the static mode; therefore the influence of the scanned 
area with the performance of the calibration models was assed. Two PLS calibrations able to quantify an 
API present in a formulation in 16.7% w/w were calculated after spectral acquisition using the two 
recording modes. Both models showed a good predictive ability RSEP dynamic mode 2.9% and static 
mode 5.0%. Moreover the two proposed methodologies were fully validated according the ICH & EMA 
guidelines. 
The obtained results showed a better performance of the model using the dynamic mode in terms of 
accuracy, precision and robustness; in this manner the influence and importance of sample 
representativeness analysis In NIR analysis was confirmed. 
This work represents an easy and effective alternative for the analysis of samples with tendency to 
segregation, and provides a contribution for the optimization of quality control methods based on NIR 
spectroscopy. 
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The Exploratory Data Analysis (EDA) approach has been very popular in many domains. The term 
“exploratory” refers to an explicit combination of the notions of visualization and interactive data 

analysis. Although data visualization has been in the core of EDA from its beginning decades ago, in 
many fields the visual aid is limited to the integration of typical EDA graphical techniques (box plots, 
scatter plots, histograms, Pareto charts, etc.), but many available tools fail to fully exploit the interaction 
aspect that any visualization may offer. This also happens with Multivariate EDA visualizations like 
score and loading plots.  
 
The development of (interactive) data analysis tools has been central in chemometrics with such success 
that the area has been capable of exporting its algorithms and ideas to other areas of knowledge. However, 
there is a certain level of agreement that chemometric visualizations are somehow limited. To this regard, 
chemometrics may benefit from the achievements of the visual analytics realm, focused on the study of 
the interaction expert-visualization that leads to knowledge discovering beyond the formal modelling or 
hypothesis testing tasks. Bioinformatics is one example of an early adoption of a visual analytics 
approach to the analysis of multivariate data [1]. In this approach, artificial intelligence is combined with 
natural intelligence (enhanced by visualization and interaction) which allows for an intelligible human 
interpretation. Indeed, by properly mixing the interpretation from human beings and the high computing 
capabilities of machines it is possible to discover relevant (even unexpected) patterns within big data sets 
in an effective way [2]. 
 

In this work we integrate an interactive visual analysis approach with the processing power of the MEDA 
Toolbox [3] for data analysis in the SPC context. 
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Distillation is a separation technique employed as standard for quality assessment of petroleum 
derivatives. The ASTM D 86 is the standard for distillation of petroleum products at atmospheric pressure 
and requires temperature readings by an automatic distillation apparatus [1]. The only information 
obtained and required from classical distillation curves of complex mixtures is a graph of boiling 
temperature versus percentage of distilled volume fraction. However, relevant additional information can 
be obtained by in-line monitoring of the distillation process using a spectroscopic technique. 

The current work aims at the application of multivariate data analysis methods to real-time monitoring 
of distillation by near-infrared spectroscopy (NIRS) using a device incorporating synchronized 
temperature readings, percentage of distilled fraction and NIRS measurements, as described in [2]. From 
each distilled sample, a data matrix containing the in-line NIRS absorption spectra from condensate every 
5 s along the distillation and synchronized arrays of column head vapor temperature and relative 
condensate recovered percentage are obtained. A simple model system formed by a binary mixture 
(hexane + toluene, 1:1) was used to check the device performance. Commercial Brazilian vehicle fuel 
formed by the usual mixture of gasoline and ethanol, 27 %(v/v), from a local gas station was also 
analyzed. 

Multivariate curve resolution alternating least squares (MCR-ALS) [3] was applied to the NIRS data 
providing the evolution of the relative concentration profile of the distilled compounds (either pure 
solvents in the hexane/toluene case or mixtures of compounds with similar boiling point in gasolines) 
and its spectral signatures along the distillation process. Good agreement of MCR-ALS recovered 
profiles as a function of the percentage of distilled volume was obtained among different replicate 
distillations. In fuel samples, the recovered components are related to mixtures of light hydrocarbons, 
ethanol and mixtures of heavy aromatic hydrocarbons. NIRS spectra of different fuel batches at 10, 50 
and 90 %(w/w) recovered distilled fractions, control points representing the start, middle and end of a 
gasoline distillation, were also analyzed to assess differences of composition among samples. MSPC 
models based on the use of distilled concentration profiles and spectral signatures are envisioned as a 
complete fuel control approach, not only based on distillation temperatures. 

The chemometric analysis of NIRS from real-monitoring of distillations may allow us to (a) understand 
the evolution of the distillation process identifying and interpreting the spectral signatures linked to pure 
compounds or group of compounds resolved and (b) to establish quality control models that allow quality 
assessment and detection of adulterations in final commercial fuels. 
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The calibration and maintenance effort for a near infra-red sensor and calibration based solution can be a time, labor and 
material-intensive exercise. A calibration-free method (iterative optimization technique or IOT) was recently published and 
applied onto mixture component prediction.[1]. IOT estimates fractions of individual components via optimization by 
rigorously imposing Beer-Lambert’s law and mixture constraints to the measured spectra, given the known spectrum for the 

pure materials. Advances in IOT theory propose the use of massive blind-search evolutionary algorithms to select spectral 
regions that can improve the performance of IOT in a real-time scenario. 
 
The application of IOT onto powder flows is severely affected by scattering and uneven sample presentation (among others) 
which results in large deviations from Beer-Lambert in the mixture spectra. Other application-specific artifacts (like peak 
overlap) can also influence the performance of IOT, resulting in predictions with trends and biases that can range from mild, 
to completely unreasonable and inaccurate. This work presents an extension to IOT that preserves the calibration-free nature 
of the method while improving its real-time performance in the estimation of fractions of individual components in the powder 
stream of a continuous drug product manufacturing line. 
 
Although still calibration free, EIOT requires at the very least measured spectra at a minimum of two levels of concentration 
for the active ingredient – this data set is readily available if a step change study is done in the line to determine mixing 
behavior of the system. The power of the method resides in the spectral differentiation across materials, as such, a data set 
consisting of spectral measurements at several levels of the individual components is much preferred [2]. 
 
EIOT fundamentally challenges the application of Beer-Lambert in relating the fractions of each material through the mixture 
spectra in the process and pure spectra collected in a static sample. As such, EIOT starts with the estimation of the dynamic 
pure component spectra that is mathematically necessary such that, the concentrations and the dynamic mixture spectra in the 
“training set” is explained by  Beer’s law. Multiple methods are presented to produce this estimate. It has been observed that 
the dynamic pure spectra estimated differ only in small features from the measured pure spectra. Once these pure spectra are 
estimated, the procedure continues as IOT would. These differences, 
although small play an important role in the performance of the 
method. Several examples are presented, contrasting the 
performance of a PLS model, IOT and EIOT in estimating the 
fractions of ingredients from spectra measured with a NIR instrument 
installed in the feed frame of a tablet press, at the end of a continuous 
drug product manufacturing line. The trends produced by EIOT lack 
undesired trends that are attributed to process effects onto the spectra, 
and represent a useful metric to monitor the real-time fraction of the 
materials in the feed-frame. Such an estimate can be used in 
combination with a deterministic model of the system to confirm 
mixture composition and confirm the state of control of the process.  
 

Graphic files: Predicted concentrations of six components of a 
powder mixture vs. time profile via the use of EIOT  
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15. Introduction 

Near infrared spectroscopy (NIRS) is an important tool for Process Analytical Technology (PAT)[1] and 
the instrument miniaturization makes NIRS a practical solution for pharmaceutical industry. In order to 
reduce the cost for changes in production line and simplify the modeling process for analyzing different 
active pharmaceutical ingredients (API), the portable, low-cost and miniaturized spectrometer needs to 
be adopted to reach this goal. 

16. Objective 
The chief aim of this research is to investigate a quantitative method which is suitable for application of 
NIRS in solid pharmaceutical industry.  

17. Materials and methods 
Near infrared spectrum of two different pharmaceutical formulations (A and B), containing only one 
active principle ingredient (API 1 or 2, aprox concentration 85 and 50 mg/g, were recorded by the 
portable Micro-NIR (Viavi Solutions Inc., formerly JDSU, unit NO.38, USA). It´s dimension is (diameter 
x height) 45 x 42mm, weight<60g, and spectral region is from 1158.800nm to 2153.100nm, and 
resolution <1.25% of center wavelength, for example, at 1000nm the resolution is 12.5nm. 
Granulate industrial samples of the two pharmaceutical formulations from several production batches 
were obtained from Laboratorios Menarini S.A (Badalona, Spain) and a number of laboratory powder 
samples were prepared. Laboratory samples consisting of accurately weighed amounts of the powder 
ingredients spanning a concentration range ±20% around the nominal API content were prepared 
according to the ICH guidelines. The sample set was established with a design which can minimize the 
correlation between pairs of concentrations. Quantitative partial least squares regression (PLSR) models 
were calculated with Unscrambler X (10.3 Trondheim, Norway).  

18. Results and discussion 
The calibration model of API 1 was calculated by PLSR with 7 factors. The pretreatment was median 
filter smoothing (segment size 3) + standard normal variate (SNV) + Gap-segment Derivatives (order 1, 
gap size 5, segment size 2)and the spectral region was 1558.15-1851.55nm. The calibration model of 
API 2 was calculated by PLSR with 7 factors. The pretreatment was Median filter smoothing (segment 
size 7) + Norris 1st derivate (gap size 7) and the spectral region was 1158.80-2153.100 nm. 
According to the ICH guidelines, the linearity, range, accuracy, robustness, repeatability, and 
intermediate precision of PLSR models have been validated external sample sets. These items were 
assessed by relative standard deviation (RSD), paired t-test (p<0.05), and analysis of variance (ANOVA). 
The results showed excellent performance for both methods.. 

19. Conclusion 
The Micro-NIR has a good ability to be a PAT monitor of solid pharmaceutical formulations. 
 
Acknowledgement: Laboratorios Menarini S.A. (Badalona, Spain) for kindly providing samples and (Viavi Solutions Inc., 
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Nowadays, biodiesel is looked at as a potential alternative to fossil fuels. It is mainly produced by 
transesterification of vegetable oils with an alcohol. This reaction, frequently carried out in batch 
reactors, can be affected by several parameters such as temperature, catalyst content and type, stirring 
speed, alcohol type and feedstock variability [1,2]. Due to its dynamic nature, this type of process requires 
an accurate monitoring and control, oriented to ensure quality uniformity and fulfil the commercialization 
requirements of the final product. In this context, the present work describes an application of 
multivariate statistical process control to monitor methanol-mediated soybean oil transesterification.  
For the development of multivariate control charts, near infrared spectroscopy (NIRS) data were acquired 
in-line during the evolution of ten batches produced under normal operating conditions (0.75 w/w% of 
catalyst with respect to the amount of oil, temperature of 55ºC and stirring speed of 500 rpm). They were 
then organized in a three-way array (batch x spectral variable x time). The three-dimensional structure 
was then analyzed by the two procedures described in [3] and [4], respectively. The first approach, which 
will be referred to as NM, unfolds the data so that the batch direction is preserved. The resulting matrix 
is subsequently subjected to Principal Component Analysis (PCA). Conversely, the second, which will 
be referred to as WKFH, initially unfolds the three-way array so that the variable direction is preserved. 
Afterwards, a Partial Least Squares (PLS) regression model is built between the resulting two-
dimensional array and the so-called local batch time, a measure of the batch maturity index. This 
approach also involves a second modelling step in which the PLS-scores are rearranged batch-wise and 
analyzed by PCA.  
To evaluate the performance of the two techniques in terms of off-line (end-of-batch) and on-line (real-
time) fault detection and diagnosis capability, eight test batches, characterized by deviations in the 
temperature and stirring conditions as well as in the catalyst concentration, were manufactured. In 
general, all the constructed off-line monitoring schemes were found to correctly point out and identify 
most of such induced failures. On the other hand, concerning on-line monitoring, the NM approach 
showed a better performance, because, unlike WKFH, it was able to detect and diagnose small variations 
in the stirring speed. 
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A common approach when dealing with a production process consists in building a model from historical 
data – or data from a Design of Experiments (DOE) – in order to explore, better understand and/or 
optimize it. To do this, methods based on projection to latent structures (PLS) have been proposed, 
especially when a large number of potentially correlated variables influence the process outputs. This 
way the prediction of the final product properties from the process conditions is made possible, with a 
certain uncertainty. However, in most cases the required quality attributes of the final product have 
already been defined, and the problem is finding the conditions under which these attributes are fulfilled. 
 
On the other hand, as pointed in [1], in fields such as the pharmaceutical industry, strict regulations 
prevent performing any changes in the process conditions that will bring them outside of its so-called 
‘design space’, wherein the desired product properties can be guaranteed. Therefore, establishing the 

appropriate procedure to guarantee the desired results while meeting these restrictions is of utmost 
importance. 
 
In this study, a latent variable model inversion (LVM-I) approach as proposed in [2], together with design 
space bracketing [1], will be applied and compared to using DOE in the latent space as a proposed 
alternative. Then, the effectiveness of combining both approaches will be studied. The main goal will be 
to illustrate the performance of each methodology in terms of achieving the desired output for a specific 
process, depending on the quality of the initial dataset from which the first model is built, the available 
budget for experimentation, and the complexity of the correlation structure among explanatory variables, 
outputs or both. 
 
Lastly, this methodologies will be evaluated when applied to a mixture design problem, for which the 
ratios of the different components in a blend are at least of as much relevance as their absolute quantities. 
Some algorithms have been proposed in the literature to simultaneously take into account process 
conditions, raw material rates and their properties [3,4] when building a PLS-based regression model, 
which makes them relevant for fields such as the pharmaceutical, chemical and bioprocess industry. 
However, little research has been carried out up until now regarding the application of LVM-I and DOE 
in this case. 
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The Design of experiments (DoE) has been used as a strategy for the optimization of Arsenic ultrasound-
assisted extraction (UAE) in environmental matrices[1]. The high influence of the flask position inside 
the ultrasonic bath has been recognized. However, the combined effect of variables such as the extractant 
and matrix nature, the extraction time and matrix-extractant ratio has been less studied. In this work, we 
used the screening Plackett-Burman design (PB) and the optimal central composite design (CCD) to 
determine the main effects of these variables and develop a model for the optimization of the arsenic 
ultrasound assisted extraction from soils and sediments. Certified soil and sediments (MATSD0105, 
MATSL0105, CRM016050, CRM052050, NIST 1646a, NIST 2709a y NIST 2711a) and sediments from 
the Vetas-California mine district (Santander, Colombia)[2] were used. The statistical analysis and 
arsenic extraction were carried out by using the R language and hydride generation continuum source 
atomic absorption spectroscopy (Analytica Jena contrAA 700/HS55A) respectively. From the model 
obtained (R2 ≥ 0.95), the soil-sediment nature and the extractant concentration were found as the most 
important variables in the extraction process. The optimized methodology showed recoveries from 92 to 
98% and a detection limit of 0.10 µg.kg -1. The conditions reached were extractant: diluted HNO3  of 0.12 
M and extraction time: of 2 min. These experimental conditions were more efficient than the traditional 
methodology (EPA 3050b) which suggests an extraction time of 2 hours and an extraction medium more 
aggressive (aqua regia 1:3 HNO3, HCl). 

 
Keywords: DoE, Arsenic, UAE. 
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One of the distinctive characteristics of experimental designs for mixtures is that their factors are always 
linearly dependent, because in each experiment the variables should be positive and add up to one. The 
usual mixture plots in the simplex mixture space, allows representing the experimental domain up to 
three factors. However, with more than three factors and/or more than one experimental response to 
study, it is difficult to interpret the results and more even if the responses have to be simultaneously 
optimized. 
 
We present here, through some case-studies, a way to handle this situation, to more easily interpret 
experimental results via the fitted model, and also to find optimal experimental conditions that provide a 
compromising solution among several conflicting responses.  
 
For example, a problem is to determine the proportions of three colorants (Indigo Carmine, E-132, 
Ponceau 4R, E-124, and Tartrazine, E-102) to achieve a specific colour, by using the CIELab parameters 
L*, brightness, a*, red/green chromaticity, and b*, yellow/blue chromaticity. The scheme is to perform 
an experimental design with mixtures of the three colorants and then use the mathematical models fitted 
to the three colour parameters to approach each value (L*, a* and b*) of the problem sample. By adapting 
the procedure explained elsewhere [1], the Pareto-optimal front for the three distances to the targeted 
colour is computed. A variation [2] to improve visualization of the parallel coordinates plot allows 
representing together (no matter the number of factors and responses) the mixtures and distances to the 
values of L*, a* and b* and, thus, allows studying the simultaneous behaviour of the colorants and their 
expected CIELab values. The valid mixtures are those for which each distance is less than 0.577, which 
is the difference that is no perceptible by the human eye. 
 
The procedure is also applied with other case-studies that include mixtures with more than four factors 
and with sensory responses to be optimized.  
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Biogenic amines are organic compounds which can cause health problems if ingested over certain levels, 
for that reason their presence is regulated  in some foodstuff [1]. In addition, they are frequently related 
to the quality of some foods as fish or fish products since they are a sing of the unfreshness or unadequate 
hygienic storage conditions or of degradation of processed or fermented foods [2]. So the development 
of analytical procedures for determining these compounds in such complex matrices is an issue of 
analytical interest.  
 
The determination of biogenic amines in this kind of matrices requires steps previous to the analysis, 
such as extraction, derivatization, clean-up, etc. The optimization of these steps implies a considerable 
number of experiments since many experimental factors are usually involved and interactions among 
some of them can be expected. It is desirable to apply a strategy for reducing the experimental effort 
needed. 
 
In this work, the use of a D-optimal design [3] for optimizing the pretreatment steps of the determination 
of some aliphatic and aromatic biogenic amines in fish by high liquid chromatography with fluorescence 
detection (HPLC-FLD) is reported. Cadaverine, putrescine, spermidine, spermine, histamine, 
phenylethylamine, tyramine and tryptamine are determined in swordfish (Xiphias gladius). 
 
The extraction with an acid (trichloroacetic or perchloric acid) from the solid matrix and the 
derivatization with dansyl chloride of the acidic extract are optimized. Seven experimental factors at two 
levels and three factors at three levels which are involved in both steps are considered. A model with 19 
coefficientes, which includes those corresponding to the principal effects and two interactions is fitted 
for each amine. A full factorial design would require 3456 experiments to estimate the coefficients of 
this model, whereas using the D-optimal experimental desing strategy the number of experiments is 
reduced to only 23 (plus some replicates of one of the points of the design). The quality of the estimates 
is guaranteed since the variance inflation factors (VIFs) of the coefficients of the model range from 1.08 
to 1.78, which means precise estimates of the coefficients. Once the analyses are performed, a 
multiobjective optimization technique, the Derringer's desirability function [4], is used to simultaneously 
considering the response obtained for all the amines. 
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In recent years, the requirements for Near-infrared spectroscopy have grown from passive regression 
vector calculations to include model performance analysis and to provide life-cycle management aspects, 
e.g. ease of recalibration, with the motivation to increase model confidence and to save resources. As in 
a typical industrial workflow Partial Least Squares (PLS) regression models are initially generated with 
off-line and on-line NIR data, followed by laborious model recalibration in case of changing light 
intensity, process conditions or raw materials, a great deal of expert knowledge is required also on a short 
notice. 

In this contribution each new source of variance is handled independently simplifying the  the 
chemometric tasks and thus enabling partial automation. Additive correction models based on 
Generalized Additive Model (GAM) approach, where the calibration models are left unadjusted are 
applied: After calibrating an initial PLS model, its performance in terms of prediction error is regularly 
checked using reference analysis. The resulting prediction residuals are used as target values and the 
corresponding spectra as the input variables for generating a PLS model that corrects these prediction 
errors. This workflow avoids elaborate re-modelling of the initial model. Two industrial case studies are 
presented: 

Case-Study 1: In an industrial process monitored by NIR for several years a light source is changed. 
Calibration model off-set after the lamp change is used as an input for calculation of a correction model. 
The procedure is repeated after the change of an optical multiplexer. In the figure below (left) the 
prediction residuals of the models are presented: Black dots correspond to the original calibration 
performance, grey dots adaptation to new lamp and white dots adaptation to new multiplexer. The 
acquired error of prediction (RMSEP) is only slightly over the accuracy of the reference analytics. 
 

     
Case-Study 2: In most real-life scenarios process conditions cannot be achieved in a laboratory 
environment. In this case-study Design of Experiment (DoE) approach measurements using stock 
analytes were conducted for multi-analyte feasibility study in the laboratory. Initially, a calibration model 
for the undisturbed laboratory experiment was established. Additive models were then generated using 
spiked process samples to indepentently introduce process background and temperature variance for 
applicability in industrial environment. The resulting RMSEP is well suitable for the targeted in-line 
process monitoring. The evolution of the prediction errors of a spiked process samples through the three 
models are presented in the figure above (right). 
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A comprehensive concept and first corresponding tools for an efficient management of process analytical 
technology (PAT) systems based on NIR-spectroscopy and chemometrics were developed and applied. 
Nowadays, a variety of complex PAT systems are applied in chemical industry. An increasing number 
of manual measurement steps are being replaced by spectroscopic analysis and the corresponding 
chemometric models, aiming on a reduction of material and personnel costs.  
In situations where a large number of chemometric models are in use, e.g. at different process stages and 
for different products, model maintenance efforts increase significantly. Each of these tasks requires the 
development of a specific chemometric model as well as regular model maintenance operations. Instead 
of following the common approach of manual model updates, we suggest a more efficient and automated 
approach based on tools of Computational Model Life-Cycle Management (CMLCM): These tools shall 
guarantee the viability and transferability of the implemented chemometric models, permit in-house 
model updating without excessive resources from external experts and enable the use of existing models 
for comparable applications. In this contribution we focus on techniques for the automation of model 
recalibration and suggest a suitable workflow for this purpose. The following basic steps are covered: 
data selection, data preparation, model calibration as well as validation of the developed model. Model 
recalibration is then triggered via the use of reliability measures, computed directly on new spectroscopic 
data. 
A practical example for the application of several CMLCM tools in an industrial process is shown for a 
PAT installation at a resin production plant (Figure 1). The main purpose there is to monitor and control 
batch condensation processes of several melamine formaldehyde (MF) and phenolic formaldehyde (PF) 
resin recipes. Furthermore, control of raw substance dosage prior to production, as well as post-process 
quality control is shown. 
 

 
 

Figure 1: Three process steps at a resin production site serving as practical examples for comprehensive process modelling 
and integration of CMLCM concepts 
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Application of Design of Experiments (DoE) methodologies in the development and optimization of 
analytical procedures is currently a crucial step. The advantages are clear: the lowest cost, since it implies 
lower number of trials and consequently, the consumption of reagents, standards and samples is reduced, 
guarantees statistically meaningful conclusions and safeguards against erroneous and biased procedures 
which can lead to wrong or suboptimal conclusions (usually obtained by univariate optimization, one-at-
a-time manipulation of factors) [1, 2].  
In this study, we focus in the optimization of HS-SPME to quantify Vicinal Diketones, namely diacetyl 
(DC) and pentanedione (PN) in beer. Six factors were analysed, namely the type of fiber (DVB/PDMS, 
Car/PDMS and DVB/Car/PDMS), the sample volume, the pre-incubation time, time and temperature of 
extraction and the effect of agitation. Optimal Design of Experiments (O-DoE) was the approach chosen 
to define the testing conditions based on the D-optimality criterion. Accordingly, thirty six experiments 
were planned in order to estimate the main effects and second order interactions for variables analyzed 
and according to trade-off established between the material and time resources available and the accuracy 
needed to build the final model. 
The fiber type and sample volume were found to be the factors playing a major role in the extraction 
process. Also, several interaction effects stand out, such as fiber coating x sample volume, incubation 
time x extraction temperature and extraction time x sample volume. According to the results, the 
following conditions were established as the optimal to quantify VDKs by HS-SPME priori to GCMS: 
CAR-PDMS, 5 min of pre-incubation followed by an extraction of 30 min at 30⁰C and considering 5 ml 
of sample in a 20 ml vial with agitation. 
The validation of the final analytical methodology was performed using a matrix-matched calibration 
and the following key features were obtained: linearity (R2 > 0.999, both for diacetyl and 2,3-
pentanedione), high sensitivity (LOD of 0.92 g L−1 and 2.80 g L−1, and LOQ of 3.30 g L−1 and 10.01 

g L−1, for diacetyl and 2,3-pentanedione, respectively), recoveries of approximately 100% and suitable 
precision (repeatability and reproducibility lower than 3% and 7.5%, respectively). The applicability of 
the methodology was also confirmed for several beer samples [3]. 
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During the last decade, we have been witnessing a shift of paradigm regarding the optimization of 
analytical methodologies. The one-factor-at-a-time approach have been replaced by design of experiment 
methodologies, which are much more efficient, faster, require fewer resources and produce results that 
are more precise and statistically sound. Definitive Screening Designs (DSDs) are usually a good starting 
point for factor screening. Comparing with standard screening designs, they present additional 
advantages, namely a fairly small experiment (small number of runs), avoid model ambiguity, identify 
important factors more quickly and efficiently, identify factors having a nonlinear effect on the response 
and estimate quadratic effects (in models containing only main and quadratic effects) [1, 2]. 
In the present study, DSDs was applied to the optimization of solid phase micro-extraction (SPME) 
procedure to quantify nine volatile fatty acids (VFA) in wines. Seven factors were analyzed, namely type 
of fiber (PA and DVB/Car/PDMS), the sample volume and its dilution, the pre-incubation time, the time 
and temperature of extraction and the effect of agitation. Accordingly to DSD plan and parameters under 
studied, eighteen experiments were carried out and the values for the response variable (peak areas) were 
recorded and used to estimate the effects associated with all factors considered, as well as their 
interactions. 
The data analysis was done individually for each one of the nine compounds studied. It was found that 
the extraction temperature, the dilution and the sample volume were the factors playing a major role in 
SPME, regardless the VFA analyzed. Accordingly, the following conditions were established as the 
optimal: fiber type DVB/Car/PDMS, no pre-incubation time, extraction during 40 minutes at 40⁰C, 
considering 10 ml of sample without any dilution in a 20 ml vial and apply agitation.  
Regarding the performance of the analytical procedure, the results were good in terms of linearity, 
sensitivity, selectivity, precision and accuracy. The method was then applied to several wines, namely 
samples collected during the fermentation process (about twenty samples) as well as commercial wines 
(twenty four samples). 
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Sotolon (3-hydroxy-4,5-dimethyl-2(5H)-furanone) is a chiral lactone and a well-known powerful 
odorant, which can impart a nutty/caramel/curry/rancind odour to wines, depending on its concentration 
and enantiomeric distribution [1, 2]. Lately, researcher’s attention has been directed for its off-flavour 
character, associated to the premature oxidative ageing of young dry white wines, overlapping its 
freshness. Conversely, sotolon has been pointed out as a key odorant of aged fortified wines, such as 
Sherry, Port and Madeira wines [2-4], being quantified above its odour threshold (8-10 µg/L).  
Considering that sotolon is associated with high-quality fortified wines, and, therefore, essential for its 
valorisation (quality and price), an accurate quantitative method to follow this key-odorant during wine 
production and in the final product was planned in an optimal way and the final settings were fully 
validated. For the QuEChERS-based optimization full factorial design was employed. The optimization 
procedure took into account three experimental factors, which included sample volume (3 levels), solvent 
volume (3 levels) and concentration of the extract (2 levels). Nineteen experiments were carried out in 
duplicate. The DoE results were then evaluated leading to the following optimal extraction conditions 
for the quantification of sotolon: 8 mL of wine sample, 5 mL of dichloromethane and concentration of 
10-fold. Extractions and injections of each sample were carried out in duplicate. 
The method validation was performed using a matrix-matched calibration, in order to minimize matrix 
effects. The optimized method showed good linearity (R2 > 0.999), high sensitivity (LOD and LOQ of 
2.3 and 6.8 µg/L, respectively), recoveries about 105% and suitable precision (repeatability and 
reproducibility lower than and 8%). The method applicability was confirmed through the analysis of 24 
fortified wines and the concentrations found ranged between 8 to 294 g/L. 
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Improper use of fertilizers can lead to waste, cause losses in agricultural productivity and possible 
environmental contamination problems [1]. Thus, there have been the need for developing alternative 
fertilization methods that provide the minimization and/or elimination of such problems. Thus, controlled 
release systems for fertilizing gained evidence for providing the abovementioned aspects [2]. In this 
work, it was used poly(ε-caprolactone) (PLC) and a polymer obtained by polymerization of an industrial 
waste (PLX) for the preparing of the carrier particles. This preparation was performed according to the 
nanoprecipitation method [2]. The encapsulation rate (%EE) of the nutrients nitrogen, phosphorus and 
potassium, the main commercial nutrients studied in this work, was evaluated by measuring them in the 
particles. Phosphorus quantitation was performed by UV-Vis spectrophotometry; nitrogen was 
determined by the Kjeldahl method; and potassium by flame atomic absorption spectroscopy. To 
optimize the particle synthesis, multivariate experimental designs for screening and response surface 
construction were adopted. In order to propose the work operating ranges for setting the levels and 
variables which were studied in the screening phase, it was conducted preliminary tests in the laboratory. 
Once defined, it was performed a fractional factorial design 25-1 with triplicate at the central point [3] for 
the screening, which identified the variables that really have significant effect on the %EE. The studied 
variables were: PLC mass, PLX mass, volume of chloroform, concentration of the polyvinyl alcohol 
solution (PVA) and volume of water. Spreadsheets [3] were used for coding the experiments to be 
performed taking into consideration the relationship among the proposed levels. By means of the 
parameter p at the level of significance of 0.05, it was found that only the water volume is not a significant 
variable for the system. The central composite design (CCD) [3] (in triplicate at the central point) was 
used in this study for the optimization of %EE. All significant variables in screening were studied in the 
response surface methodology. Subsequently, by means of the Statistica® software, it was used the 
desirability function for obtaining simultaneously the optimal synthesis condition. Thus, the best 
conditions for preparation of the microparticles was: 100.00 mg of PLC, 825.00 mg of PLX, 9.25 mL of 
chloroform and 0.9% w/v of PVA, which yielded an average of encapsulation rate of 94.23% for nitrogen, 
99.80% for phosphorus and 65.00% for potassium. The %EE values showed to be satisfactory, since in 
the literature does not exist this evaluation for the active substances proposed here [2]. With the use of 
multivariate experimental designs and the desirability function it was possible to obtain a significant 
simultaneous encapsulation rate, whereas the %EE of systems, prior to the multivariate approaches, were 
60.00%; 66.66% and 12.11% for nitrogen, phosphorus and potassium, respectively. 
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Alternatives that are been highlighted to mitigate some environmental problems are the controlled release 
systems. To evaluate the efficiency of these systems are adopted analytical techniques that require 
digestion procedures of these samples [1]. However, there are not reports in the literature of digestion 
processes of micropolimeric controlled release systems carriers of metallic cations, for plant fertilization 
purposes. Thus, with this work, multivariate experimental designs were used to ensure an appropriate 
sample preparation, with the aim to obtain an optimum condition of digestion for further analysis by 
atomic absorption spectroscopy. For the digestion process was used a heater and shaker plate and for 
evaluation of the polimeric degradation it was used an analyzer of total organic carbon (TOC). For the 
screening process, it was performed a full factorial design 24 with triplicate at the central point [2], having 
been studied the variables: sample volume, volume of acid, temperature and digestion time. It was used 
spreadsheets [2] to generate the encoded experiments to be performed taking into account the 
combinations among the proposed levels. Of all the studied variables, only the sample volume had a 
significant effect on the evaluation system of total organic carbon and total carbon, reducing the carbon 
content of the samples with the lowest level studied. Evaluating the normal distribution of the total carbon 
effects it was observed that the variables temperature and digestion time did not distribute normally in 
relation to the other variables and their interactions. The behavior was similar for the total organic carbon 
effects with the addition of a third-order effect not normally distributed: volume of sample × volume of 
acid × temperature. The results for the inorganic carbon measurements were negligible. Due to these 
behaviors, it was decided to study all variables evalutated in screening phase in the response surface 
analysis. The central composite design (CCD) [2] was used in this study for the optimization phase of 
the microparticles digestion process. The results of the response surface methodology for total organic 
carbon concentration confirmed the significance of sample volume, which yielded a decrease in the 
carbon content of the samples at the lowest studied level. It was also observed that the system has 
quadratic behavior, since the interaction of the acid volume with itself was significant to the system. 
Through the TOC analysis results it was possible to obtain a quadratic model by multiple linear regression 
at a significance level of 0.05, without lack of fit. The investigated variables and their levels that provided 
the best particle digestion condition were: 5.00 mL of sample, 10.00 mL of nitric acid, 60 ºC and 90 min. 
With the use of multivariate experimental designs was possible to obtain a significant polimeric 
degradation, as the initial carbon concentration was 4.60 mg/L and became 0.55 mg/L. 
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The Llobregat River is the main surface water source for more than 3 million habitants of 

Barcelona. Permanent control of the raw water quality is performed at the entrance of the Sant Joan Despi 
Drinking Water Treatment Plant (SJD DWTP). Several water quality parameters, such as conductivity, 
ammonium-N, TOC, pH, temperature, UV254nm and turbidity are permanently monitored every hour. 
As result, a huge volume of information has been stored in the recent years and allowed for multivariate 
analysis.  

The goal of our study was to switch the established actual water quality control process using 
monitoring of parameters one by one (univariate statistics) to global analysis, based on the simultaneous 
analysis of multiple parameters (multivariate statistics). Reduction of time and effort is expected. 
Multivariate analysis was applied on data about the incoming raw water quality of the Llobregat River 
during the period of 2013-2014.  

Principal Component Analysis of the recorded historical data allowed for analysis of the 
hydrological regime and the investigation of accidental industrial and weather events in the water quality 
of the Llobregat River. As result, the variability of water quality in the intake was determined due to 
three factors: seasonal changes of the organic matter concentrations; seasonal changes in inorganic 
content; and temporal changes of pH. Moreover, it was detected that the first two factors were responsible 
of a great part of the short term events, especially when rainfall episodes produced an unusual variability 
in water quality.  

Current thresholds for individually controlled parameters in the raw river water were used as 
criteria to expand the study to the application of the theory and practices of Multivariate Statistical 
Process Control (MSPC) using PCA. Two models with different operational criteria were developed - 
one defining the ALARM state of the process and another one, defining the ABORT state of the process.   
In external validation, low percentages of false positive (6% for the ALARM state and 5% for the 
ABORT state) and of false negative water intake observations (2% for the ALARM state and 0% for the 
ABORT state) were reported.  
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Near infrared (NIR) spectroscopy to quantify pharmaceutical polymorphs using multivariate calibration 
methods is well established in the literature, usually employing benchtop instruments [1]. Nowadays, the 
miniaturization of with NIR instruments allows new ways to use these devices in pharmaceutical 
industries for the quality control of incoming materials with Active Pharmaceutical Ingredients (APIs) 
[2]. These instruments can provide a simple, fast and easy means for quality control in pharmaceutical 
networks. This values the calibration transfer of models developed in benchtop instruments, offering high 
spectral resolution, signal-to-noise ratio and better wavelength reproducibility. Then, this work evaluated 
the transfer of multivariate models between one benchtop and two portable instruments to determine 
mebendazole (MBZ) polymorphs (forms A, B and C) in raw materials. The primary (P) instrument was 
a Frontier FT-NIR (PerkinElmer) spectrophotometer and the secondaries were (a) MicroNIR 1700 
spectrophotometer, JDSU (S1) and (b) NIRscan Nano spectrophotometer (S2), Texas Instruments. The 
spectral range from 1040 nm to 1590 nm was used in all instruments. The sample set was composed of 
thirty ternary mixtures of MBZ polymorphs varying from 0 to 100% (w/w) to polymorphs A and C, and 
from 0 to 30% (w/w) to polymorph B. Partial Least Squares (PLS) regression models were built for each 
polymorph using preprocessed spectra. The SPXY (sample set partitioning based on joint x–y distances) 
algorithm [3] was applied to divide the sample set into calibration (70%) and validation (30%) subsets. 
The predictive ability of the models was evaluated by RMSEP and R². For calibration transfer, the Direct 
Standardization (DS) method was used, with five to ten calibration transfer samples, were chosen by 
Kennard-Stone (KS) algorithm. For P instrument, the PLS models show RMSEP of 2.7% w/w, 1.5% 
w/w and 2.0% w/w for polymorphs A (Standard Normal Variate), B (derivative) and C (Multiplicative 
Spectra Correction), respectively. Using the DS transfer method, the RMSEPs obtained for instrument 
S1 were 3.8% w/w, 1.8% w/w and 3.3% w/w for polymorphs A, B and C, respectively. For instrument 
S2, the RMSEPs obtained were 6.0% w/w, 4.4% w/w and 4.9% w/w for polymorphs A, B and C, 
respectively. These results show that DS method is effective for calibration transfer between P and S1 
instruments because the RMSEPs obtained were statistically similar at a confidence level of 95%, 
according to F-test. On the other hand, worse results were obtained between the P and S2 instruments 
(RMSEPs statistically different). A complete recalibration procedure for secondary instruments, which 
may not be convenient in practice, was adopted for comparison purpose only. With the exception of 
polymorph C for instrument S2, all the results were statistically similar to those obtained for the P 
instrument. This work demonstrates that portable NIR instruments and calibration transfer are suitable 
tools for quality control of incoming materials in industries. 
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Hydrophilic zwitterions grafted onto a polymer surface offer great potential for endowing medical 
devices with non-fouling and non-thrombotic properties [1,2]. However, several challenges need to be 
met in order to mass-produce and affordably market such technology. One challenge is to design a 
process analytical technology (PAT) capable of rapidly and non-invasively qualifying the presence of a 
thin grafted layer (100 – 1000nm) on the surfaces of a macroscopic device, such as a catheter, in a 
manufacturing setting. Here we describe a proto-chemometric PAT technique [3] that estimates “film” 

thickness using ATR-FTIR (Attenuated Total Reflectance – Fourier Transform Infrared Spectrometry) 
and statistical fitting to synthetic spectra constructed using Harrick’s equations. Lacking a 
chromatographic method as a primary metric, we use EDS (Energy Disperse Spectrometry) and show a 
good correlation between modelled estimates of thicknesses.  
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A comprehensive regulatory framework endorsing the use of Quality by Design in pharmaceutical 
manufacturing is now in place [1-2]. These documents promote a science-based approach supported by 
prior knowledge and enhanced process understanding obtained through Process Analytical Technologies 
(PAT). To fully realize the QbD vision, PAT tools need to be used in-situ, enabling process state 
estimation and enhanced understanding of the manufacturing requirements [3]. In the present study, in-
line IR spectra collected from a complex, multi-phase reaction system were combined with chemometrics 
to enhance the understanding of the reaction mechanism. Different modeling strategies were applied such 
as, multivariate projection methods, partial least squares regression and multivariate curve resolution to 
(1) describe the stoichiometries between reactants and products, (2) develop a real-time monitoring 
system able to detect variations derived from process inputs manipulation and (3) identify improvement 
opportunities in the current manufacturing process. 
A systematic procedure for exploiting the information provided by IR spectroscopy is highlighted, 
demonstrating how these [PAT] tools can support continuous improvement and innovation of 
commercial processes. 
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Online model maintenance is a main problem for developing NIRS applications. Perturbations 
appearance due to environmental changes, maintenance operation or aging of the instrument, often 
affect model performances. Model correction with classical methods such as bias and slope correction 
or model redevelopment are not always satisfactory strategies. 
The use of an orthogonalisation method can be an effective way to solve this problem and it is 
illustrated in this study with an industrial application. 
 
Monitoring of polyamide polymerization by NIRS is a well-known subject which gives excellent 
results. The measurements can be made at-line on powders or granulates, but can also be performed on 
line on powders or in molten medium. A PLS model allows to access directly the end of polymer 
chains, or less indirectly at the viscosity of the product. In this study, the viscosity prediction by PLS 
allows real time monitoring of the process. However, after several years of operation, an unidentified 
perturbation appeared, leading to the failure of the PLS model during several months. 
 
This industrial application is an ideal case for applying Dynamic Orthogonal Projection [1] (DOP). The 
purpose of this chemometric method is to make the model independent from perturbations.  
The principle is to rebuild spectra as if they were measured without the perturbation. Only a small 
number of samples are needed to model the perturbation space. This is done by PCA, based on spectral 
differences between real spectra and reconstructed spectra. The calibration database is then projected 
orthogonally from this space and the model is rebuilt. The corrected model becomes independent of the 
presence or not of the perturbation and new spectra do not require any orthogonalisation processing 
before applying the model. 
 
DOP has been applied with success to correct the PLS model of viscosity prediction with few samples, 
whereas model redevelopment was not entirely satisfactory. Furthermore, the study of the spectral zone 
affected by the perturbation and corrected by DOP, has allowed to come back to the process to identify 
what went wrong and then act directly on the process. 
 
Maintenance and robustness problems of predictive models in NIRS are a real restraint for its 
expansion in the industrial world. DOP is an elegant mathematical solution which allow to overcome 
the impact of appearance and disappearance of perturbations with only few samples. 
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Mixture experiments are those in which the proportions xi of the I different components of a blend are at 
least of as much relevance as their absolute quantities, and the sum of these proportions must be a fixed 
value (usually one, or 100%).  
 
Due to such restriction, when coping with designs of mixture experiments, using classical polynomial 
fitting by traditional methods like Ordinary or Generalized Least Squares (OLS/GLS) is unfeasible. 
Therefore, alternative approaches, namely the Scheffé models and their re-parametrisation, the Cox 
models, are needed in these circumstances. However, they both show several limitations: the former lack 
a constant term, cannot handle possible additional constraints, and their coefficients are non-intuitively 
interpretable. The latter always requires a specific component blend to be set as reference, and their 
parameters cannot be directly estimated by OLS/GLS [1]. In order to solve such issues, Partial Least 
Squares (PLS) regression-based techniques can be resorted to: they have proved to guarantee satisfactory 
performance even when highly restricted mixture spaces have been dealt with and allow variables of 
different nature (e.g. component proportions and physicochemical properties as well as manufacturing 
process conditions) to be fused and simultaneously analysed [1,2]. 
 
Nevertheless, if the mixture data under study are affected by strong non-linear relationships (which is 
rather common in e.g. industrial scenarios), applying classical PLS (even taking into account additional 
interaction and/or higher-degree terms) may not represent an appropriate modelling strategy. Kernel-
Partial Least Squares (K-PLS) regression could constitute a valid alternative in these cases [3]. 
Unfortunately, kernel-based methodologies suffer from a specific drawback: the information about the 
importance of the original variables cannot be retrieved by simply plotting the loadings or the weights of 
the resulting models. To then enable their interpretation, Gower’s idea of non-linear biplots and pseudo-
sample projection can be exploited [4,5,6]. The main aim of this work is to extend the utilisation of K-
PLS coupled to pseudo-sample projection for the analysis of mixture designs of experiments. The 
feasibility of their combination and its high potential will be demonstrated via simulated and real 
examples.  
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In 2013, on request of  the Joint Vitrification Laboratory (LCV) between CEA and AREVA, through 
actions for improvement of analytical  methods on the determination of the chemical composition of 
glass, CETAMA (Commission d’ETAblissement des Méthodes d’Analyses) certified the mass 
concentration of 24 oxydes, components of a simulated UOx glass standard. An interlaboratory 
comparison test was also organized to evaluate performances of the main analytical methods used by 
laboratories for glass analysis: X-ray Fluorescence (XRF), Inductively Coupled Plasma - Mass 
Spectrometry (ICP-MS) or Inductively Coupled Plasma - Atomic Emission Spectrometry (ICP-AES). 
This reference glass is the first certified glass with 24 oxides 
Matrix reference materials are dedicated to the analytical control of trueness and precision of analytical 
methods and are highly useful for the validation of these methods. 
The manufacturing and packaging of 140 bottles of 20 grams of crushed glass were made by the LCV in 
2014 and analytical control of the homogeneity of the material was entrusted to AREVA Marcoule 
laboratory. In 2015, in collaboration with LCV teams, CETAMA organized an interlaboratory 
comparison test involving seven laboratories working in differents fields of materials characterization.  

Certification of mass concentration values, according to the ISO 35 guide [1], is based on the chemical 
formulation of the glass and on weight values of each of the oxyde precursors, except for ruthenium and 
palladium, for which mass concentration is certified by an expert laboratory. Assessed uncertainty 
associated with certified values takes into account glass charaterization uncertainty, heterogeneity and 
stability impacts on trueness and precision. 

Determination of the performance characteristics of methods is based on ISO 13528 [2] and ISO 5725-
5 [3] standards considering as the assigned values the previously certified reference values. Analysis of 
the results of the interlaboratory comparison test allow to quantify and compare the performances of 
different analytical methods of oxides in a glass. 
Editing a certificate of this new CRM (Certified Reference Material) in CETAMA catalog will finalize 
this work done for 2 years in close collaboration between the teams at CEA Marcoule.  
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Many scientific fields consider spectroscopic data as the subject of comparative analysis. This is also 

the case in the forensic sciences, where spectroscopy is employed for characterising, for example, plastics 
used for car body element production (e.g. bumpers, headlamp lenses) as well as blue automotive paints 
collected from the scenes of hit-and-run car accidents. Fourier transform infrared spectrometry (FTIR) 
is applied for characterising polymers, while Raman spectroscopy (RS) is utilised for pigment 
identification in car paints.  

For making inference about the connections between the scene of a car accident and the suspected car, 
the spectra of the material collected from the car accident scenario (so-called recovered samples, whose 
source is unknown) are compared with the spectra of the known-source control material collected e.g. 
from the suspected car. 

In the forensic context, analytical results must be interpreted and reported according to the standards of 
the interpretation schemes acknowledged in forensic sciences using the likelihood ratio (LR) approach 
[1]. However, for proper construction of LR models for highly multivariate data, such as spectra, 
chemometric tools must be employed for substantial data dimension reduction. Using a sequence of 
chemometric techniques addressing various aspects of hidden data structure and adopting their outcome 
as the input for LR models was the objective of this research.  

The research presented herein was aimed at verifying the suitability of combining chemometric tools 
for generating lower dimensional data without ignoring relevant data features with constructing LR 
models within the comparison problem of FTIR spectra obtained for 30 polypropylene samples and 
Raman spectra of solid and metallic car paints (30 samples of each). Details of analytical conditions can 
be found in [2, 3]. Conversion from classical feature representation to distance representation was 
proposed for revealing hidden data features/peculiarities, and linear discriminant analysis (LDA) was 
further applied for minimising the within-sample variability while maximising the between-sample 
variability. Both techniques enabled massive reduction of data dimensionality.  

Next, univariate and multivariate likelihood ratio models were proposed for data obtained from LDA. 
They were evaluated by estimating the rates of false positive (FP) and false negative (FN) answers, and 
additionally by using the Empirical Cross Entropy (ECE) approach [e.g. 1].  

Low levels of FP and FN as well as acceptable ECE plots proved that the combination of chemometric 
tools and the likelihood ratio approach is adept at solving the comparison problem of highly multivariate 
and correlated data after proper extraction of the most relevant features and variance information hidden 
in the data structure. 
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Metabolomics is a field of ‘omics’ research that is primarily focused on the identification and 

characterization of small molecule metabolites in cells, tissues, organs and organisms. Commonly, 
Mass Spectrometry (MS) and Nuclear Magnetic Resonance (NMR) are used on these studies. 
Despite the fact that there are alternatives to automatize the NMR analyses[1], they are restricted to 
identify profile matches on their spectral libraries. 
Other statistic approaches, such as STOCSY[2], may aid to stablish correlations among intramolecular 
protons of unknown compounds, thus leading to the elucidation of its chemical structure. However, in a 
1H NMR matrix containing many different spectra, STOCSY does not perform efficiently with highly 
overlapped signals and it does not provide multiplicity information of these signals.  
In this work, an approach based on Multivariate Curve Resolution – Alternating Least Squares (MCR-
ALS)[3] of restricted windows on the spectral dimension has been used to obtain the pure 
concentration and spectral profiles of the metabolites present in yeast extracts from a time-course 
experiment. 
Results from this approach revealed not only that this untargeted approach allows to recover the 1H 
NMR profile (matrix S), but also that the obtained concentration values (matrix C) are comparable with 
those obtained using traditional spectral deconvolution methods[4].  
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With rising environmental levels of carbon-based nanoparticles (CBNs) there is an urgent need to 
develop an understanding of their biological effects in order to generate appropriate risk assessment 
strategies [1]. Given the multiplicity of the effects that they might pose on organisms, "omic" 
procedures might be a better approach towards determining endpoint alterations, which can be 
associated to metabolite or lipid disruption. The study of the latter effects on lipids is of crucial interest, 
since lipids play essential roles in energy production and storage, and cell membrane development, and 
thus, their study can aid in understanding the pathogenesis of many disease states. Liquid 
chromatography coupled to mass spectrometry (LC-MS) based methods have the ability for the 
analysis of low molecular weight compounds in biological systems, such as complex lipid mixtures or 
biomolecules [2]. However, the large amounts of data generated with this technique require extensive 
processing to appropriately assess sample classification/discrimination and biomarker detection [3].  
In this study we exposed zebrafish via their diet to one of four different CBNs; C60 fullerene (C60), 
single-walled carbon nanotubes (SWCNT), short multiwalled carbon nanotubes (MWCNTs) or long 
MWCNTs. Lipid alterations were studied in three target tissues (brain, gonads and gastro-intestinal 
tracts) of male and female zebrafish by LC-MS followed by chemometric analysis. The employed 
chemometric methodology covered different stages of data analysis including data conversion and 
import, data compression, data normalization, peak resolution and biomarker detection and 
identification. In this study, data compression was performed by searching the regions of interest (ROI) 
[4] and peak resolution was possible using multivariate curve resolution-alternating least squares 
(MCR-ALS) [5]. Overall, this study aimed to demonstrate the potential of LC-MS followed by 
chemometric analysis to study unkown effects of environmental stressors in exposed organisms. 
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In the framework of omic sciences, there is a current trend towards the application of chemometric 
methods to analyze the large amount of data generated in chemical and biological studies. In the last few 
years, advanced data analysis tools and novel approaches have been developed to enhance the acquisition 
of new knowledge and improve the understanding of biological processes. Use of multiblock based 
methods allows the simultaneous study of data sets from different instrumental platforms. For instance, 
the same samples can be investigated using CE-MS and LC-MS analytical platforms in an attempt to 
gather metabolic information with lower uncertainty and greater accuracy. However, data from different 
sources can be heterogeneous, and the extraction of common information is challenging [1, 2]. 

 
Data fusion strategies are promising tools for fundamental metabolomics studies and they provide 
improved biomarker detection and identification, thus allowing a better characterization of metabolic 
responses. Data fusion strategies can be implemented at different levels [3]. 
 
In this work, two different data fusion strategies are used for the simultaneous analysis of untargeted 
capillary electrophoresis-mass spectrometry (CE-MS) and liquid chromatography-mass spectrometry 
(LC-MS) data. A low-level data fusion strategy has been implemented merging CE-MS and LC-MS data 
(taking advantage of the common number of m/z values). The resulting augmented data matrix has been 
analyzed by means of MCR-ALS and most relevant common features were extracted. On the other hand, 
a high-level data fusion strategy has been performed by combining features previously obtained by 
independent MCR-ALS analysis of each individual data set, i.e. combining the elution profiles of the 
resolved components. The usefulness and the advantages of the two data fusion strategies are 
demonstrated in a comparative study of the metabolic profiles from baker’s yeast (Saccharomyces 
cerevisiae) samples grown in two carbon sources, non-fermentable carbon source (acetate) and 
fermentable carbon source (glucose).  
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Increasing worldwide contamination and global climate change are of current concern demanding 
novel information about the effects of environmental stressors on living organisms. Metabolomics tries 
to characterize the most relevant metabolites which have suffered changes in response to a chemical or 
physical pressure. Daphnia magna is a model organism widely used for toxicological assessment in 
aquatic media [1].  
 
The aim of this work is to study the metabolic variation of D. magna individuals exposed to changes of 
three different abiotic factors linked to global climate change: salinity, temperature and oxygen levels. 
A two-level full factorial experiment with 3 factors and 5 replicates was designed (DOE) [2]. 
Information about main effects and interactions were obtained and a tentative identification of 
metabolites affected by the three previously mentioned physical agents was performed. 
 
Polar metabolites of D. magna individuals were extracted, derivatized and analysed by GC-MS in full 
scan mode. MCR-ALS [3] data analysis enabled the discrimintaion among elution profiles of Daphnia 
metabolites and those from the large number of undesired derivatized compounds, and the 
identification of the more relevant metabolites, by comparison of their MS spectra with those from 
NIST 2014 database (http://www.nist.gov/srd/nist1a.cfm).  
 
Peak areas of MCR-ALS resolved components were analyzed by ANOVA-simultaneous component 
analysis (ASCA) [4], to assess the effects of the different factors of the experimental design. Metabolite 
identification allowed the description and proposal of the altered metabolite pools caused by the studied 
effects in Daphnia metabolome. 
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Infliximab (IFX) is a monoclonal antibody broadly used in hospitals for the treatment of Crohn's Disease, 
Ulcerative Colitis, Rheumatoid Arthritis, etc. The changes that likely could take place in the chemical 
structure and in consequence, in its biological activity after their aperture and during their storage have 
not been sufficiently studied. This fact implies that large quantities are daily discarded in hospitals with 
the subsequent economic lost, since the drug is expensive. 
To get knowledge about the stability of this biopharmaceutical drug,  INF samples were prepared as used 
in hospital, i.e. reconstituted with water at concentration of 10 mg/ml. INF aliquots of these 
pharmaceutical preparations  were stored at three temperatures: room temperature, refrigerated (4ºC) and 
frozen (-20º) throughout 7 days. Each control day (day 0, 1, 3, 4 and 7), the samples were analysed by 
submitting them to enzymatic digestion with trypsin and recording the mass spectra of the resulting 
digested solutions. Then, the peptide mass fingerprints (PMFs) were obtained by matrix assisted laser 
desorption and ionization (MALDI) time-of-flight mass spectrometry (TOF-MS). 
Due to the complexity of these PMFs, and the lack of repeatability of the MALDI technique, visual 
analysis to track changes in the PMFs was not possible was unable. Therefore, a robust mathematical 
comparison methodology is proposed herein. The PMF was extracted in a data vector which denotes 
intensities vs m/q. Next, the development of an ad hoc MATLAB function which transforms the 
intensities of PMFs in binary data was carried out. The value "1" indicates the presence of a fragment to 
a certain m/q, and the "0" the absence of it. Once the data from the PMFs were converted to binary 
vectors, two exploratory multivariate data methods were applied, i.e. principal component analysis 
(PCA) and multivariate analysis of variance (MANOVA), in order to detect groupings among PMFs. 
Subsequently, different similarity indexes between the two vectors were calculated based on the: (i) 
cosine of the angle; (ii), normalized Euclidean distances, and (iii) determination coefficient.  
In this communication, the found results will be shown. It is particularly noted that during the first storage 
day, significant changes took place in the PMFs for all the storage temperatures checked. 
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Infrared spectroscopy (FTIR) and Partial Least Squares (PLS) have been applied for the development of 
a method to perform both quantitative and qualitative analysis of real cocaine samples seized by the 
Brazilian Police Federal (BPF). Currently, quantification of cocaine and determination of adulterants in 
seizures is performed using gas chromatography. However, this technique requires a relatively complex 
sample preparation and a high cost of analysis. In this context, thid work presents a simpler method for 
simultaneously discrimination between free base and cocaine hydrochloride, to determine the oxidation 
degree (OXI) and quantify cocaine (COC) and its major adulterants (caffeine (CAF), phenacetin (PHE), 
benzocaine (BEN), aminopyrine (AMI) and lidocaine (LIN)) in seized drugs. A total of 1085 samples 
were analyzed, in which 500 were selected for the calibration set and 585 for the validation set. This 
large dataset enable a wide characterization of cocaine samples seized in Brazil, which is representative 
of the illicit cocaine in the country. Based on the Hotteling T2 and Q residuals, 7.0 % of the validation 
samples were excluded. These samples were analyzed in detail to verify the reasons for their exclusion. 
Over 60% of these samples were part of seizures made at least three years before the model development, 
suggesting that there must have been some changes in the chemical characteristics of these samples. 
Table 1 present the figures of merit for quantification of all analytes. The method was able to perfectly 
discriminate between cocaine hydrochloride and free base samples, to quantify cocaine content as well 
as to estimate the oxidation degree and the concentration of the main adulterants. The minimum 
dedectable concentration (MDC) for cocaine indicated that the method can be applyied for samples 
presenting concentrations above of 10.8 %, which represent most of the cocaine seized by the BFP. 
Furthermore, the enable the determination of the false positive and negative rates of detect the analytes, 
which presented small errors, excepting for lidocaine. The results indicated that the method can be helpful 
in terms of both time and cost reduction in routine analysis in forensic laboratories across the country, 
such as airports and police border posts. 

 
Table1 Analytical figures of merit of the method. 

Figures of Merit OXI COC PHE BEN AMI LID CAF 
RMSEP (%) 1.1 2.8 0.7 0.2 0.6 0.7 0.6 

R2
val 0.947 0.946 0.994 0.926 0.940 0.849 0.834 

MDC (%) 3.9 10.8 3.5 1.8 2.9 1.1 2.6 
Average Uncertainty, (95% confidence) 2.3 6.7 2.2 0.9 1.8 2.7 2.0 

False positive rate (%) -- 0.0 0.8 0.0 0.4 7.9 0.6 

False negative rate (%) -- 0.0 2.4 0.0 0.3 0.3 2.1 
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In 2014 Widner and coworkers published a paper in Chemical & Engineering News journal about the 
need for realiable analytical methods in Forensics [1]. The paper emphasized that many analytical 
methods used by forensic laboratories lack of scientific underpinnings, and therefore it is important to 
produce statistically reliable results to avoid missleading evidences. In addition, DNA tests have spawned 
a huge impact on the field of forensic science. With an incredible sensitivity and a high power of 
discrimination, DNA analysis has been a powerful tool for human identification and criminal 
investigations.The use of non destructive analytical methods to identify traces of body fluids is especially 
important when those residues may contain DNA information, such as semen, blood and saliva [2,3]. In 
this sense, Near Infrared-Hyperspectral Imaging (HSI-NIR) becomes a plausible analytical methodology. 
Therefore, the aim of this work is to compare two different approaches to distinguish not only the stain, 
but also its nature: Partial Least Squares – Discriminant Analysis (PLS-DA) as a multivariate 
classification methodology, and Multivariate Curve Resolution – Alternating Least Squares (MCR-ALS) 
as curve resolution method. Six different pieces of cotton fabrics (white, black, blue, red, green and 
yellow) were used as substrates to deposit semen and common substances that are known for being false 
positives in current foresic tests. Four different brands of lubricants (L1-L4) and 4 samples of human 
semen were acquired and placed on the fabrics creating a stain. The hyperspectral images were acquired 
with 50 mm lens with pixel size of 156x156 µm, in the wavelength range of 928-2524 nm. The spectral 
sampling per pixel was 6.3 nm and the spectral resolution of 10 nm. Savitzky-Golay (SG) 1st derivative 
(2nd order polynomial and window’s width of 11) was applied to preprocess the spectra. The MCR-ALS 
model was built using augmented matrix, with references of semen, lubricants (on white fabric) and 
fabric. The MCR-ALS distribution maps using 4 components (one for the semen, two for the lubricants 
and one for the fabric) showed consistent predictions, not only for the white fabric, but also for the 
colored ones. Only pixels from one brand of lubricant (L3) were modelled as semen for the colored 
fabrics. This particular lubricant has the most different composition, having a substantial amount of 
amine compounds, and, therefore, being confounded with the aminoacids contained in the semen. The 
PLS-DA probability images showed similar results to MCR-ALS and the non error rate for the cross-
validation (NERCV) for the three modeled classes (semen, lubricant and fabric) were 0.99, 0.98 and 0.97, 
respectively. Therefore, HSI-NIR associated with MCR-ALS and PLS-DA shows potential to be applied 
in semen detection on different fabrics. 
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Recognition of myocardial ischemia is critical both for the diagnosis of coronary artery disease and the 
selection and evaluation of therapy [1]. The identification of biomarkers that could predict the existence 
of disease, but no such biomarker has been described so far [2]. Metabolomics has refreshed interest in 
metabolism across biology and medicine, particularly in the areas of biomarker discovery. 
Nuclear magnetic resonance (NMR) spectroscopy and mass spectrometry (MS) constitute the leading 
profiling technologies in metabolomics. The main advantage of using NMR is due to its nondestructive 
nature, which requires minimal sample preparation [3]. 
In this work, blood samples were obtained from animal models of myocardial ischemia and their control 
group. A method for the linear decomposition of NMR-based metabolomics data implemented via 
multivariate curve resolution alternating least squares (MCR-ALS), which has been used elsewhere, is 
introduced. By using constraints, the NMR spectra information relating with myocardial ischemia were 
resolved. 
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The determination of direct ethanol metabolites – such as ethyl glucuronide (EtG) and fatty acid ethyl 
esters (FAEEs) – to be quantified in the keratin matrix is currently remarked as the optimal strategy to 
effectively recognize chronic alcohol misuse conditions [1]. Even if cut-off values have been established 
by the Society of Hair Testing (SoHT) in order to interpret EtG and FAEEs results, several factors may 
strongly affect the whole interpretative process and lead analysts to infer misleading conclusions. In fact, 
the correlation between alcohol consumption and biomarkers concentration in hair may be altered, 
providing dissimilar results with respect to the conventional cut-off values and making the interpretation 
process extremely biased. Due to the fact that likelihood ratio (LR) models overcome the drawbacks of 
the traditional univariate approaches, as no cut-off values are involved during the process of evidence 
evaluation, several LR models were developed and tested. In the practice, LR values reveal the support 
to be delivered to the evaluated propositions and LR results can be expressed by means of verbal scales. 
LR approach evaluates the evidence (E) in case of two different, and mutually exclusive, hypotheses by 
examining the collected data. In the present case, the first hypothesis (H1) was that the individual under 
examination is a non-chronic alcohol consumer. Otherwise, the second hypothesis (H2) stated that the 
examined subject is a chronic alcohol misuser.  
Collected data consisted in direct (FAEEs, EtG) and indirect [1] biomarkers of alcohol consumption from 
125 scalp hair and blood samples of 125 different individuals, representing both the chronic and the non-
chronic alcohol drinkers categories. Different LR models were evaluated and their capability of 
discriminating chronic alcohol misusers from non-chronic alcohol consumers was examined. The 
performance of each model was evaluated in terms of rates of correct classification (%) and empirical 
cross entropy parameters [2]. Since satisfactory reduction of information loss was observed, together 
with correct classification rates close to 100%, LR validated models proved to be capable of 
discriminating non-chronic from chronic alcohol consumers. As a result, the adoption of LR seems to 
facilitate the decision process of effectively detecting alcohol misuse conditions. In our opinion, the use 
of the LR might represent an efficient way to corroborate a diagnosis of chronic abuse, providing 
knowledge about the strength of the support to be delivered to the selected proposition, in contrast with 
the traditional approach involving cut-off values evaluation. 
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The Technical Document TD2014EAAS was drafted by the World Anti-Doping Agency (WADA) in 
order to fight the spread of endogenous anabolic androgenic steroids (EAAS) misuse in several sport 
disciplines[1]. In particular, adoption of the so-called Athlete Biological Passport (ABP) – Steroidal 
Module allowed control laboratories to identify anomalous EAAS concentrations within the athletes’ 

physiological urinary steroidal profile. Gas chromatography (GC) combined with mass spectrometry 
(MS), indicated by WADA as an appropriate technique to detect urinary EAAS, was utilized in the 
present study to develop and fully-validate an analytical method for the determination of all EAAS 
markers specified in TD2014EAAS, plus two further markers hypothetically useful to reveal microbial 
degradation of the sample. In particular, testosterone, epitestosterone, androsterone, etiocholanolone,  
5α-androstane-3α,17β-diol, 5β-androstane-3α,17β-diol, dehydroepiandrosterone, 5α-
dihydrotestosterone, were included in the analytical method. Afterwards, the multi-parametric feature 
of ABP profile was exploited to develop a robust approach for the detection of EAAS misuse, based on 
multivariate statistical analysis. In particular, Principal Component Analysis (PCA) was combined with 
Hotelling T2 tests to explore the EAAS data obtained from 60 sequential urine samples collected from 
six volunteers, in comparison with a reference population of single urine samples collected from 96 
volunteers. The new approach proved capable of identifying anomalous results, including (i) the 
recognition of samples extraneous to each of the individual urine series and (ii) the discrimination of 
the urine samples collected from individuals to whom “endogenous” steroids had been administrated 
with respect to the rest of the samples population. Simultaneously, a multivariate likelihood ratio (LR) 
approach was tested to discriminate individuals taking endogenous steroids for doping purposes from 
the ones suffering from hormonal imbalances or diseases related to their urinary steroidal profile. 
Involving the previous reference population of healthy subjects, this multiclass classification LR 
approach seemed to be capable of recognizing whether the anomalous values are caused by an anti-
doping rule violation or a pathological condition of the investigated individuals.  The proof-of-concept 
results presented in this study will need further extension and validation on a population of sport 
professionals. 
 
Acknowledgments: The experiments were undertaken thanks to the collaboration of the hospital San Giovanni Bosco of 
Torino (Italy) and the help of prof. Massimo Giusti. 
  
References: 
 
[1]  World Anti-Doping Agency, WADA Technical Document – TD2014EAAS Endogenous Anabolic Androgenic 

Steroids, 2014.



P-076 
 

TRACING ILLEGAL REMOVAL OF FISCAL MARKERS FROM DIESEL 
FUEL BASED ON CHROMATOGRAPHIC FINGERPRINTS AND THEIR 

CHEMOMETRIC MODELING 
 

M. Daszykowski 1, B. Krakowska 1, J. Orzeł 1, I. Stanimirova 1, M. Szajder 2, G. Zaleszczyk 2, 
I. Grabowski 2 

 
1Department of Theoretical Chemistry, Institute of Chemistry, The University of Silesia, 

9 Szkolna Street, 40-006 Katowice, Poland 
2Customs Laboratory of Customs Chamber in Biala Podlaska, 21 Celnikow Polskich Street, 

21-500 Biala Podlaska, Poland 
email: michal.daszykowski@us.edu.pl  

 
 
In EU countries, specific chemical components such as a marker (Solvent Yellow 124) and dyes (e.g. 
Solvent Red 19 or Solvent Red 164) are deliberately added in diesel fuel in order to indicate its tax rate. 
These duty components are meant to be stable at certain conditions and difficult to remove. 
Unfortunately, these requirements are often violated, which lead to various legal issues. 
In our previous study, which was described in reference [1], we have focused on uncovering the 
differences between genuine samples and their illegal variants. Analyzing chromatographic fingerprints 
obtained from gas chromatography with a flame ionization detector (GC-FIC), we found out that these 
differences were due to other specific components than duty components residuals (excise duty 
components are not stable and degrade under the high temperature set during the separation). 
In the present work, we report the results of a more comprehensive experiment. A total of 36 genuine 
diesel fuel samples were processed in laboratory conditions using two illegal fuel laundering methods. 
Bearing in mind chemical structures of the excise duty components of interest (azo- and diazo- 
compounds), gas chromatography with nitrogen chemiluminescence detector (GC-NCD) was adopted to 
trace the counterfeiting methodology. The effect of sample extraction using methanol as a solvent was 
also examined. After chemometric preprocessing of obtained GC-NCD chromatographic fingerprints 
(for raw samples and their methanol extracts), class modelling techniques such as SIMCA and one-class 
partial least squares (OC-PLS) were used in the identification of method applied to remove the selected 
excise duty components. Constructed discriminant and classification models were extended with variable 
selection schemes and were validated using the Monte-Carlo framework described in reference [2]. 
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 The majority of data analysis methods applied to LC-MS (MS/MS) are based on frequentist 
statistics. For example, (frequentist-based) peak detection will provide a binary answer on the 
presence/absence of a chromatographic peak; a screening method (aimed to check the presence/absence 
of a set of compounds) will provide a list of the compounds that have been detected, etc. None of these 
methods calculates the probability of each of these hypotheses being true. Only the most likely answer 
is given, without knowing the probability of every possible case scenario. When applied sequentially at 
different steps of the data-analysis, frequentist-based methods posses a tremendous drawback in features 
classification (e.g. “peak” or “noise”), making the method vulnerable to prematurely filter away data. In 

contrast, a Bayesian approach estimates the probability of each of the hypotheses being true, allowing us 
to incorporate prior knowledge. Additionally, this framework can elegantly combine different pieces of 
evidence obtained from our data. As a result, the data is not pre-filtered in the pre-processing steps, but 
the probability is further propagated into other pre-processing steps (e.g. peak-alignment, confirmation 
etc.) to obtain a final result. 
 In this communication, a novel methodology of LC-MS (MS/MS) data analysis based on 
Bayesian framework will be presented. The first part concerns probabilistic untargeted peak detection 
[1]. The second part concerns the application of Bayesian framework in forensic (food-safety) toxicology 
context, which tackles the problem of compound screening in a probabilistic way [2]. Methods for taking 
into account further evidence (e.g. fragment ion information) when available, and application of 
probabilistic machine learning will also be discussed.  
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Untargeted liquid chromatography coupled to mass spectrometry (LC-MS) analysis generates massive 
amounts of information-rich mass data and presents storage problems. In this work, the optimization and 
validation of an alternative procedure for the untargeted analysis of LC-MS data sets in the omics field 
are presented to resolve these disadvantages. This method consists of a preliminary pre-processing of 
data sets based on the selection of the Regions of Interest (ROI) [1, 2, 3] coupled to multivariate curve 
resolution-alternating least squares (MCR-ALS) [4]. ROI data selection pre-treatment allows for an 
important reduction of the data size, without any loss of spectral resolution or of accuracy on m/z 
measures. ROI selection is based on the search of significant mass traces regions with high mass 
densities. The adjustment of ROI parameters has been performed by the use of different dilutions of 
standard stock solutions mixtures injected in an UHPLC-ToF-MS instrument. The optimization of these 
ROIs parameters resulted in regular data matrices containing the same m/z accuracy as the original data 
sets, with much lower storage requirements. These LC-MS data matrices were subjected to MCR-ALS 
analysis for a proper resolution of chromatographic and mass spectra profiles. Experimental data coming 
from different standard mixtures were used to validate the proposed ROI-MCR-ALS strategy. 
Additionally, LC-MS data from different lipidomic samples were also analysed with satisfactory results.  
Altogether, in this presentation, the ROI-MCR-ALS strategy was optimized and validated, and it is 
proposed as a general data pre-treatment method in LC-MS omic studies. This strategy is confirmed to 
provide a reliable method that enables a significant reduction of analysis times in untargeted LC-MS 
analysis, without any loss of relevant information. 
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Ultra performance liquid chromatography – high resolution mass spectrometry is increasingly being used 
in metabolomics. This technique provides outstanding levels of sensitivity and selectivity with broad 
detection capabilities. Nonetheless, gradual changes in the instrumental response as a function of time 
(i.e. intra-batch effect) are common, often unavoidable, reducing the repeatability and reproducibility, as 
well as the power to detect underlying biological effects. Because of that, the post-acquisition 
chemometric correction of batch effects is a promising approach to overcome this potential pitfall. In this 
study, the use of a new method based on quality control (QC) samples and support vector regression 
(QC-SVRC) [1] is proposed for the elimination of intra-batch effects. The performance of the method 
and the criteria for a fast selection of the SVRC parameters (ε-insensitive loss, gamma and C, using a 
radial basis function kernel) was tested using a model example, the repeated analysis of a plasma sample 
and data from clinical studies involving untarget metabolomic profiling of plasma and urine samples. 
Results obtained were compared with the reference approach based on QC samples and robust cubic 
smoothing splines (QC-RSC) [2]. The QC-SVRC allowed a straightforward and effective fitting of the 
SVRC parameters to the instrument performance that significantly improved analytical precision. 
 

 
Figure 1. Left) Intensity of Isoleucylproline in plasma as a function of the injection order in a single batch 
(180 samples). The solid line depicts the calculated SVR function. 𝜀 boundaries are given with the dotted 
line; Right) Intensity after intra-batch effect correction. 
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Chronic kidney disease (CKD) is considered a major worldwide public health problem which causes 
several disturbances in adults and in pediatrics due to the irreversible kidney damage which can further 
progress to renal hypofunction. Nevertheless, information available for CKD in pediatric population is 
limited and, even in adults, CKD is difficult to diagnose, to follow in progression and to evaluate response 
to therapy[1]. In clinical practice, creatinine is considered the classic biomarker for the assessment of 
renal function[2]. However, creatinine lacks sensitivity and reveals kidney damage when an important 
nephronic loss has already taken place[3]. For that reason, with the aim of finding new potential 
biomarkers, a targeted metabolomics approach has been performed.  
 
An ion-pairing LC-QTOF-MS methodology, developed and optimized for the quantification of 16 
metabolites from the arginine-creatinine metabolic pathway, arginine methylation and urea cycle, has 
been applied to quantify these compounds in plasma from thirty-two patients with different degrees of 
chronic kidney disease (aged 3-17 years) and twenty-four control patients not suffering from chronic 
kidney disease (aged 6-18 years)[4]. Then, univariate statistical analysis has been performed by using 
Student’s T test for normal variables and U test in accordance to Mann and Whitney for non-normal 
variables to find significant differences in concentration between both groups. Finally, these results have 
been compared with a multivariate approach, which involved scaling the data using different methods 
prior to Principal Component Analysis, reconstruction of the original data matrix and subsequent 
classification of the data aiming at building different predictive models for classifying future 
observations.  
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Occupational and environmental exposure to increased concentrations of manganese (Mn) can lead to 
an accumulation of this element in the brain. The consequence is an irreversible damage of 
dopaminergic neurons leading to a disease called manganism with a clinical presentation similar to the 
one observed in Parkinson’s disease. Human as well as animal studies indicate that Mn is mainly bound 

to low molecular mass (LMM) compounds such as Mn-citrate when crossing neural barriers. Two 
different techniques have been combined in order to study the formation of Mn-species and their 
possible influence on brain metabolism:  size exclusion chromatography-inductively coupled plasma 
mass spectrometry (SEC-ICP-MS) and electrospray ionization ion cyclotron resonance Fourier 
transform mass spectrometry (ESI-ICR/FT-MS). In one study we investigated Mn-species pattern in 
serum in two different animal models of Mn-exposure (chronic vs. subacute). Results from Mn-
speciation were correlated to the brain metabolome, measurements coming from ESI-ICR/FT-MS. The 
powerful combination of Mn- speciation in serum with metabolomics of the brain underlined the need 
for Mn-speciation in exposure scenarios instead of the determination of whole Mn concentrations in 
blood. The second study was done applying a single low dose MnCl2 injection in rats, where we 
observed alterations in Mn-species pattern within the brain by analysis of aqueous brain extracts. 
Additionally, ESI-ICR/FT-MS measurement of methanolic brain extracts revealed a comprehensive 
analysis of changes in brain metabolisms after the single MnCl2 injection. Major alterations were 
observed for amino acid, fatty acid, glutathione, glucose and purine/pyrimidine metabolism. Again, 
results from the metallomic investigations (Mn concentrations and Mn-species in brain) were correlated 
with the findings from metabolomics. This first attempt/approach could serve for detecting Mn-species, 
which play a leading part in the cascade of neuronal injury during Mn-exposure.
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Asthma is a chronic disease of the airways that affects around 300 million people worldwide.  Among 
patients with asthma, atopy is an important risk factor accounting for up to 70% of the asthmatics in 
Sweden. Metabolomic profiling of patients with asthma appears as a new tool that can help unraveling 
the molecular determinants of the disease. Though analyzed cohorts may be well balanced, factors such 
as age or gender within a class may confound the results when analyzing human biofluids such as plasma. 
The aim of the present work is to explore phenotypic differences at the small molecule level between a 
cohort of young atopic and non-atopic asthmatics relative to controls (age range = 21 years) with the aid 
of chemometric tools.  
 
Four datasets were acquired using complementary chromatographic separations, reversed phase and 
HILIC, coupled to high resolution mass spectrometry in both positive and negative ionization modes. 
For each matrix, Multivariate Curve Resolution – Alternating Least Squares (MCR-ALS) allowed to 
extract relevant components characterized by chromatographic profile and its mass spectra. The effect of 
age and gender on the metabolomic profile was evaluated by means of ANOVA Simultaneous 
Component Analysis (ASCA). Finally, discrimination between groups was performed using partial least 
squares – discriminant analysis (PLS-DA) and Variables Important on Projection (VIP) were used to 
extract the most relevant features for class discrimination. These obtained features will be later tentatively 
identified with the help of their simultaneously acquired fragmentation pattern and online databases. 
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Glass is an inorganic amorphous material of crystalline and translucent appearance that can be found in 
several crime scene, such a robbery or traffic accidents. The glass fragments are collected at the crime 
scene, in the belongings of a suspect or the body of a victim, which are subsequently analyzed, being the 
most important forensic objectives, the study of its classification, comparison and differentiation, in order 
to be able to determinate their origin [1]. When the evidence found fall within category of trace, is 
essential to develop a non-destructive, non-invasive method of analysis and that requiring a minimum 
preparation. . Consistent with the above, was developed and implemented an analytical methodology 
based of spectrophotometry UV visisble (UV-vis), technique to allow characterize and differentiate 
different types of glass with a same brand through multivariate analysis of the reflectance spectra. The 
equipment used for the spectra is a video spectral comparator 8000 (VSC8000) of Foster and Freeman.  
The chemometric tools used were principal component analysis (PCA), linear discriminant analysis 
(LDA), soft independent modeling of class analogies (SIMCA) and partial least square discriminant 
analysis (PLS-DA). 
Were analized 160 samples, that include 20 types of glass, of which 120 are occupied as calibration set 
and 40 were used as validation set was analyzed. PCA was used as a screening, seeing if we can 
differentiate glasses samples by reflectance spectra. The classification model LDA gave a 100% of the 
samples classified in the correct group, by the auto-predicction, to put through the model to the validation 
test, the 40 samples were well classified. The same result were obteined by PLS-DA, that is to say the 
100% of validation was well classified. Finally, the SIMCA model resulted only 1 sample classified in a 
wrog group, whereas the validation set 3 samples were misclassified. 
In conslusion, using a simple and inexpensive technique applying chemometric tools allow differentiate 
a large number of samples of glasses as a forensic evidence of similar characteristics, obtained very good 
results in their classification, achieve with the objetives of execute a rapid and non-destructive analysis, 
besides being a technique with expectation for analyzing this type of evidence.  
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Protein glycosylation plays an important role in many domains of life and is well known to be one of the 
most important and complex post-translational modifications in humans [1]. In bottom-up protein 
glycosylation analysis, targeting the glycopeptides is usually the most enticing option because these 
glycoprotein fragments provide information about the structure and composition of the glycans, as well 
as the glycosylation sites and their degree of occupancy. However, analysis of glycopeptides of an 
enzymatic protein digest is a challenge, due to the complexity of the digests, which are mixtures of 
peptides and glycopeptides, and the microheterogeneity of the glycopeptides, which present several 
glycoforms. In this regard, multivariate data analysis may be very useful for data processing, exploration 
and classification of the complex and massive data sets generated by high performance separation 
techniques coupled to mass spectrometry in glycoproteomic studies.  
 
In this work, two different multivariate data analysis approaches are used to study the alteration of human 
transferrin (Tf) N-glycopeptides in patients with congenital disorders of glycosylation (CDG), a family 
of rare genetic, metabolic disorders that affect the biosynthesis or remodelling of the oligosaccharide 
moieties of glycoconjugates [2]. Tf from healthy individuals and two types of CDG patients (CDGI and 
CDGII) is purified by immunoextraction from serum samples before trypsin digestion and separation by 
capillary liquid chromatography mass spectrometry (CapLC-MS) [3]. First, following a conventional 
targeted approach, partial least squares discriminant analysis (PLS-DA) is applied using the relative 
abundance of Tf glycopeptide glycoforms obtained after integration of the extracted ion chromatograms 
of the different samples. Afterwards, as a novel alternative, multivariate curve resolution alternating least 
squares (MCR-ALS) is evaluated to automatically resolve the chromatographic profiles and the mass 
spectra of the different sample components, especially glycopeptide glycoforms, before PLS-DA. The 
performance of both approaches for classification of the different samples and for providing a novel 
insight into Tf glycopeptide glycoforms alteration in CDGs is demonstrated and compared. 
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Huntington’s disease (HD) is a fatal neurodegenerative disorder, which is characterized by progressive 

motor and cognitive disturbances [1]. In this work, an untargeted metabolomic approach based on 
sensitive analysis by on-line solid-phase extraction capillary electrophoresis mass spectrometry (SPE-
CE-MS) [2] in combination with multivariate data analysis is proposed as an efficient method for the 
identification of biomarkers of HD progression in plasma.  

 
For this purpose, plasma samples from wild type (wt) and HD (R6/1) mice of different ages (8, 12 and 

30 weeks) were analyzed by C18-SPE-CE-MS in order to obtain the characteristic electrophoretic profiles 
of low molecular mass compounds. Then, the combination of multivariate curve resolution alternating 
least squares (MCR-ALS) with other chemometric tools, such as partial least squared discriminant 
analysis (PLS-DA) [3], allowed the comprehensive analysis of the C18-SPE-CE-MS metabolomic data, 
resolving electrophoretic peaks and mass spectra of a large number of metabolites. 

 
A total number of 29 compounds were relevant to discriminate between wt and HD plasma samples, as 

well as to follow-up the HD progression. Although different pathways were found altered in HD, the 
intracellular signaling was observed to be the most affected, especially after 12 weeks of birth, thus 
suggesting that the pathology involves dysfunction of specific neurons, altered expression of several 
types of receptors and changed expression of neurotransmitters. 
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Nowadays qualification and control of medium formulations is performed based on simple methods 
(e.g. pH and osmolality measurement of media solutions), expensive and time consuming cell culture 
tests, and quantification of some critical compounds by liquid chromatography. Besides the traditional 
medium qualification tools, relatively new spectroscopic techniques, such as fluorescence 
spectroscopy, nuclear magnetic resonance, Raman and NIR spectroscopies or the combination of these 
techniques are increasingly being applied for medium powder investigation.[1,2] 
A chemically defined medium powder for Chinese hamster ovary (CHO) cell cultivation was 
investigated in this study, regarding its response to heat treatments with different exposure times (1, 7 
and 13 hours) and temperatures (30, 50 and 70 °C). The heat treatments were performed according to a 
design of experiments (DoE) approach. Spectra of the control and the treated powders were collected to 
compare the sample groups using a dispersive and a Fourier-transform (FT) near-infrared (NIR) 
spectrometer. Multivariate data analysis including unsupervised and supervised classification methods 
(CA, PCA, SIMCA etc.) were employed to identify the treatment-induced variations in the samples. 
Samples were separated according to the temperature setpoints of heat treatments and the control 
samples were successfully discriminated based on second derivative NIR spectra. 
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The tragic sinking of the RMS Titanic in 1912 saw the deaths of more than 1500 people. Of those victims, 
149 were retrieved and buried in Halifax, Nova Scotia. The headstones are all composed of a black 
granite and were all provided by the same supplier, however there is no historical documentation 
describing the origin of the granite itself. This became an issue when one of the gravestones suffered 
frost damage and became in need of replacement. ICP-MS was used to measure the elemental 
composition of the granite from the headstone as well as three other granite samples with the objective 
of finding the most authentic source of the  replacement stone, ideally the exact source used in 1912. One 
of the samples came from the Charles Hanson Quarry in south-western New Brunswick, another from 
Atwood's Brook [1], Nova Scotia, and the third was a tile sold at a commercial building supplies store 
with unknown origin. In the figure below it can be seen that principal component analysis (PCA) finds a 
projection with three groupings where the titanic samples are clearly grouped with those from the Charles 
Hanson Quarry. This should be an indication that of the three possible locations sampled, the Hanson 
Quarry as a source would provide the most authentic replacement for the damaged Titanic gravestone. 
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Occupational and environmental exposure to increased concentrations of manganese (Mn) can lead to 
an accumulation of this element in the brain. The consequence is an irreversible damage of 
dopaminergic neurons leading to a disease called manganism with a clinical presentation similar to the 
one observed in Parkinson’s disease. Human as well as animal studies indicate that Mn is mainly bound 

to low molecular mass (LMM) compounds such as Mn-citrate when crossing neural barriers. Two 
different techniques have been combined in order to study the formation of Mn-species and their 
possible influence on brain metabolism:  size exclusion chromatography-inductively coupled plasma 
mass spectrometry (SEC-ICP-MS) and electrospray ionization ion cyclotron resonance Fourier 
transform mass spectrometry (ESI-ICR/FT-MS). In one study we investigated Mn-species pattern in 
serum in two different animal models of Mn-exposure (chronic vs. subacute). Results from Mn-
speciation were correlated to the brain metabolome, measurements coming from ESI-ICR/FT-MS. The 
powerful combination of Mn- speciation in serum with metabolomics of the brain underlined the need 
for Mn-speciation in exposure scenarios instead of the determination of whole Mn concentrations in 
blood. The second study was done applying a single low dose MnCl2 injection in rats, where we 
observed alterations in Mn-species pattern within the brain by analysis of aqueous brain extracts. 
Additionally, ESI-ICR/FT-MS measurement of methanolic brain extracts revealed a comprehensive 
analysis of changes in brain metabolisms after the single MnCl2 injection. Major alterations were 
observed for amino acid, fatty acid, glutathione, glucose and purine/pyrimidine metabolism. Again, 
results from the metallomic investigations (Mn concentrations and Mn-species in brain) were correlated 
with the findings from metabolomics. This first attempt/approach could serve for detecting Mn-species, 
which play a leading part in the cascade of neuronal injury during Mn-exposure.
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Metabolome analysis of biological samples via high resolution Fourier ion cyclotron resonance mass 
spectrometry (FT-ICR-MS) provides the opportunity to screen thousands of signals simultaneously that 
gives the potential to obtain much explicit picture of interactions hidden in the corresponding datasets. 
We examined the potential of using direct infusion FT-ICR-MS (12 T) in a non-targeted study on the 
influence of iron replacement therapy in iron deficient patients with inflammatory bowel disease. Fecal 
metabolome of individuals divided into control (NON), Crohn’s disease (CD), and ulcerative colitis (UC) 

group was analyzed. In addition, stool samples were subjected to 16S sequencing in order to track 
changes in gut microbiota composition during the iron replacement therapy. Thus, connections within 
taxonomic and metabolome datasets can be revealed, thereby providing insights into “host – gut 
microbiota – metabolome” axis. 
 
Analysis of multivariate data, coming from non-targeted metabolomics studies, is a complex task. The 
search of metabolites of interest often involves the necessity to deal with large variable to sample ratio, 
huge proportion of unknown, missing, and noise signals. As a consequence, choosing appropriate 
preprocessing and statistical methods is of crucial importance. Through the application of different 
multivariate techniques to metabolome dataset, the differences between NON and CD groups before the 
replacement therapy were detected. This discrimination was observed to vanish after the treatment. 
Analysis applied to NON and UC groups showed only slight differences before the treatment. In addition, 
type of the iron replacement therapy (intravenous or oral) was studied with respect to changes in fecal 
metabolome. Features, responsible for group discrimination in all the models, were assigned to putative 
metabolites via database search or by in-house written algorithm for constructing a mass difference 
network [1]. This network allows to assign unique molecular formulas to mass spectrometric signals in 
the metabolome dataset and hypothesize possible interactions between compounds since every 
connection between two metabolites represents a biochemical transformation. Significant differences 
were also observed in fecal microbiota composition in regards to disease group or the type of the iron 
replacement therapy. Thereby, the shifts in bacterial communty can be directly linked to changes in 
metabolic landscape. In addition, taking into account the mass difference network, it is possible to 
identify and reconstruct metabolic pathways leading to changes in bacterial metabolism and its 
composition. 
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GC/MSbased metabolomics produce large and complex datasets characterized by coeluting 
compounds and fragmentation of molecular ions caused by the hard electron ionization (EI). Free and 
opensource integrated worksflows allowing for the identification and quantification of the 
corresponding metabolites are neededHere we introduce eRah, a free computational tool written in the 
open language R composed of five core functions: (i) noise filtering and baseline removal of GC-MS 
chromatograms, (ii) an innovative compound deconvolution process using multivariate analysis 
techniques based on compound match by local covariance (CMLC) and orthogonal signal 
deconvolution (OSD) [1,2], (iii) alignment of mass spectra across samples, (iv) missing compound 
recovery, and (v) identification of metabolites by spectral library matching using publicly available 
mass spectra. eRah outputs a table with compound names, matching scores and the integrated area of 
compounds for each sample. The automated capabilities of eRah were demonstrated by the analysis of 
GC-qTOF MS data from plasma samples of adolescents with hyperinsulinaemic androgen excess 
(HIAE) and healthy controls. The quantitative results of eRah were compared to centWave, the peak-
picking algorithm implemented in the widely used XCMS package, and further validated using pure 
standards and targeted analysis by GC-QqQ MS. 
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Prunus genus is an important genus crop in the Mediterranean basin including peach, almond, apricot, 
cherry and plum. Spain produces almost 10 % of the total of European plum production but it is the 
main exporter (seasonal market) compared to the rest of countries. Plum fruits has been highlighted to 
be health promoters due to the contribution of their non-volatile compounds profile. The concentration 
of those different compounds presented in the fruits is influenced by a number of factors, such as 
variety, culture system or ripeness. Cultivation system (organic vs conventional) impact greatly on the 
characteristics of the plants grown under both systems affecting the whole metabolism and the profiles 
of compounds, increasing or decreasing their concentrations. The sampling was carried out during two 
consecutive years (2012 and 2013) in two similar experimental orchards located in Seville (Spain). 
Two plum varieties, 'Showtime' and 'Black Amber' (Prunus salicina Lindl.), grown under conventional 
and organic conditions were selected to evaluate the influence of the culture system in the metabolomic 
profile of the non-volatile compounds. Liquid chromatography high resolution mass spectrometry 
method coupled to differential expression analysis software (Sieve) was used. Identification and 
quantification of nontargeted compounds were performed in the samples. We studied the 
discrimination ability of chemometrics applied to this example. Several pre-processing signaling 
techniques (Autoscaling, mean center, orthogonalizing, Pareto scaling and log correction) were 
evaluated for the databases obtained. ANOVA-Simultaneous Component Analysis (ASCA) and Partial 
Least Squares Discriminant Analyisis (PLS-DA) were used to obtain the main contributors explaining 
'cultivar' and 'management' factors.
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The aim of this work [1] was to use positive ion mode laser desorption ionization coupled to Fourier 
transform ion cyclotron resonance mass spectrometry (LDI(+)FT-ICR MS) and partial least squares 
(PLS) regression with variable selection based on competitive adaptive reweighted sampling (CARS) 
for predicting basic nitrogen and aromatics contents in crude oil. The basic nitrogen and aromatic 
content of the samples studied ranged from 0.016 to 0.151 and 8.4 to 35.1 wt %, and their content were 
determined using UOP Method 269-10 and ASTM D5443-14, respectively. In this study, 70 samples of 
Brazilian crude oil were analysed and the mass spectra have profiles that ranged from m/z 200 to 1000 
Da, with an average molar mass (Mw) distribution centered between 554 and 636 Da. Most of the 
identified organic species are analogues of pyridine and polyaromatic hydrocarbon compounds that 
belong in the Nx, Nx[H], HC, and HC[H] classes. The number of variables decreased from 47,873 
initially to 48 for basic nitrogen and 10 for aromatic compounds. The prediction models based on 
CARSPLS are presented in the Figure 1, where it is possible to observe low prediction errors (RMSEP 
of 0.012 for basic nitrogen and 3.73 for aromatics) and superior performance in comparison to model 
using all the variables. This methodology facilitates the interpretation, indicating the molecules that are 
responsible for the change in value of the property and it shows an improvement over the standard 
approaches for determination of these parameters which are laborious and time-consuming.   

 
Figure 1. Predicted and measured values for (a) Basic Nitrogen and (b) Aromatics. 

 
Acknowledgement: This research was generously funded by PETROBRAS/CENPES, FAPESP, CNPq, CAPES, FAPEG, 
FAPESP, and FINEP. 
 
References: 
[1] L.A. Terra; P.R. Filgueiras; L.V. Tose; W. Romao; E.V.R. de Castro; L.M.S.L. de Oliveira; J.C.M. Dias; B.G. Vaz; R.J. 
Poppi. Fuel, vol 160, 274 (2015).



P-093 
 
TOWARDS SINGLE-CELL OMICS WITH NOVEL DATA FUSION METHODS 

FOR FLOW CYTOMETRY DATA 
 

Gerjen H. Tinnevelt1,2, Lutgarde M.C. Buydens1, Jeroen J. Jansen1 

 
1Radboud University, Institute for Molecules and Materials, (Analytical Chemistry/Chemometrics), P.O. Box 9010, 6500 

GL Nijmegen, The Netherlands  
 2TI-COAST, Science Park 904, 1098 XH Amsterdam, The Netherlands 

Email: gtinnevelt@science.ru.nl  
 
Multicolour flow cytometry (MFC) is a powerful analytical technique that is used to measure multiple 
surface markers at the single-cell level. A typical MFC sample may contain a very large number of cells 
(>10,000) [1]. If an individual has an immune response, certain cells with specific marker expression 
will be either over or underexpressed. This is why flow cytometry is used to study blood cells and 
immunology, including immune responses to drugs and tumour progression. However, the number of 
markers per measurement is technologically limited, because of the spectral overlap between fluorescent 
dyes. This is unfortunate, as many high-impact studies reveal that simultaneously combining more 
surface markers leads to a more detailed view of the immune system. 

Currently, more surface markers can only be measured in multiple ‘tubes’. The data from these 

separate tubes cannot be concatenated, as each tube contains different single cells. We propose two data 
fusion techniques that uses blocks of surface markers that were measured in different tubes in order to 
predict an immune response. One method predicts the expression of markers that were not measured on 
every cell. This method is based on a dedicated partial least squares (PLS)-based technique to impute 
this missing information. The final result can be seen in the Figure below, where all markers are in one 
model. The other method combines cellular distributions of each tube in order to predict the immune 
response. Both methods of data fusion brings flow cytometry considerably closer to the single-cell omics. 
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Color, texture and flavour are key elements of a consumer's buying decisions, thus, monitoring the 

stability of these features throughout the entire period of yogurt validity is fundamental for diary product 
producers. Color, flavour and texture deteriorations are due to changes in the physical, chemical and 
microbiological composition of yogurt but especially microbiological analysis of yogurt is expensive and 
time consuming. 

In this study, UV-VIS spectroscopy was applied as a rapid and alternative technique to traditional 
analytical methods, to monitor the stability of yogurt up to 49 days of storage at 4°C. 

UV-VIS spectroscopy was employed with an integrating sphere for diffuse reflectance measurements 
and, for each yogurt, color stability during storage time was evaluated in terms of CIELAB color space 
values [1]. 

In order to evaluate the texture and flavour changes, rheological curves and pH values of yogurt during 
storage were determined once a week for the entire period. 

The information contained in the 3-way UV-VIS and rheological data sets was extracted using 
multivariate data analysis and specifically Tucker 3 [2,3] as a multi-way decomposition method. 

It was interesting to note that the time-related information contained in the UV-VIS and rheological 
data was not visible by simply comparing the profiles of signals, partially visible in the 2 way Principal 
Component space, and very clear in the Tucker 3 models. 

Color, texture and flavour of yogurt samples were also evaluated by a consumer acceptance test. The 
scores of the assessors were in good agreement with the results of 3-way PCA performed on the 
rheological measurements and the UV-VIS spectra. 

Finally, GA-PLS [4,5] was performed as a very effective method for selecting the UV-VIS bands most 
informative in defining the temporal direction and for predicting the age of the yogurt samples;  the 
results of GA-PLS confirmed that the band most informative in defining the temporal direction was the 
same individuated in the second mode of Tucker 3 and that it was possible to predict the age of the yogurt 
samples from their UV-VIS spectra. 
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Electronic tongues (ETs) are multisensor devices combined with various chemometric tools that are able 
to distinguish complex liquid samples and to recognize their characteristic properties. Nowadays 
electronic tongues are used for the recognition of variety of samples, but most popular application area 
is pharmaceutical analysis, including mainly taste masking effects detection and estimation [1].  
The majority of Active Pharmaceutical Ingredients (APIs) present in oral drug products exhibit 
unpleasant bitter taste resulting in poor therapy adherence and patient inconvenience, especially in 
children and elderly. Thus taste masking has become an important part of drug formulation development. 
Various techniques for masking of a bitter taste of drugs have been reported. However, it is noticeable, 
that among various pharmaceutical formulations still simple masking with the use of sweeteners plays 
the key role in such investigation [2]. 
The main goal of this study was to compare the performance of various chemometric methods in the 
assessment of the taste – masking efficiency of various sweeteners using electronic tongue. Ibuprofen 
sodium salt was chosen as a model bitter drug and sucrose, acesulfame K, sucralose, aspartame and 
sodium saccharin added at 3 different concentration levels played  
a role of model bitter taste masking agents. Pure API and pure sweeteners were also analyzed. Sensor 
array composed of standard ion-selective electrodes (ISEs) was used for the acquisition of signals that 
formed chemical images of the studied samples. 
Various pattern recognition procedures such as: Principal Components Analysis (PCA), Partial Least 
Squares - Discriminant Analysis (PLS-DA), Clusters Analysis and Soft Independent Modelling of Class 
Analogy (SIMCA) were employed in order to distinguish pharmaceutical samples. Comparison of 
performance of these methods to study taste – masking effects in pharmaceutical formulations measured 
with potentiometric sensor array was showed. 
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1. Introduction  

The production of tomato in Europe is around 22 million tons every year. [1] A main part of this crop is 
thermally processed and concentrated into tomato paste and the other part is purchased by consumers in 
raw. The quality of tomato product is controlled by several factors which can be classified into two 
groups, the chemical and sensory parameters. Near infrared spectroscopy (NIRS) is sensitive to both the 
chemical and physical changes in samples so it offers us an opportunity to correlate not only chemical 
but also sensory parameters with the NIRS spectra. Reference analysis is expensive and time consuming. 
Moreover, sensory analysis depends on the analyst experience and it would be necessary to develop more 
robust analytical methods. 

2. Objective  
The objective of this research is to develop a multiparametric NIR method to analyze the quality attributes 
(chemical and organoleptic) of tomato products. 

3. Materials and methods 
Two types of samples were analyzed (juice and puree). Near infrared spectra were acquired with a Foss 
NIR spectrometer system model 5000 (wavelength range is 1100-2498nm and resolution is 2nm, 
acquisiton modes include Rapid Content Analyzer and OptiProbe Analyzer). RCA accessory in 
transflectance mode with quartz cubbete and gold reflector was used for juice. Transmittance inmersion 
optical probe was used for puree. The chemical parameters (glucose, fructose, soluble solids and dry 
matter) were analyzed using reference methods. Sensory characterization (sweetness, taste intensity, 
aroma intensity, mealiness, acidity, crunchiness, skin perception, explosiveness and juiciness) were 
obtained by standarized trained tasting panel.  
Partial least squares regression (PLSR) models were calculated with Unscrambler X (10.3 Trondheim, 
Norway).  

4. Results and discussion  
The models for fructose and glucose showed correlation of 0.95, RMSEC/RMSEP lower than 0.5g/L. 
The model for soluble solids showed correlation of 0.98, RMSEC/RMSEP lower than 0.3°Bx  The model 
for dry matter content showed correlation of 0.95, RMSEC/RMSEP lower than 0.4g ms/100g mf. 
The range for sensory characterizacion is 0-10 (arbitrary units).The models for explosiveness and 
juiciness showed correlation of 0.95, RMSEC/RMSEP lower than 0.2. The models for sweetness, aroma 
intensity and mealiness showed correlation of  0.8, RMSEC/RMSEP lower than 0.97. The models for 
taste intensity and crunchiness showed the correlation of 0.6, RMSEC/RMSEP lower than 0.97. At last, 
the models for skin perception and acidity showed correlation of  0.45, RMSEC/RMSEP lower than 1.0. 

5. Conclusion  
Multiparametric NIR method has been developed to quantify both chemical and organoleptic parameters 
of tomato products showing an excellent predictive performance. 
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There is a complex association between grape composition and perceived quality with subsequent wine 
composition and style.  Grape composition results from numerous interactions between cultivar, 
growing conditions, water, temperature, and the level of berry ripeness. A temporal and spatial 
investigation of berry composition and subsequent wine style was undertaken for two consecutive 
vintages in climatically diverse regions of Australia.  Controlled triplicate fermentations of Shiraz or 
Cabernet Sauvignon grapes harvested at a measured berry maturity based upon a sugar accumulation 
model [1] to target wine styles from Fresh to Mature was undertaken.  Sensory descriptive analysis of 
wines enabled different styles to be readily identified.  Comprehensive metabolomic profiling of the 
grape composition (amino acids, carbohydrates, organics acids, volatile compounds, anthocyanins), 
wine chemical and volatile composition, winemaking inputs and wine sensory scores was undertaken.  
Using multiblock decomposition based upon Common Components and Specific Weights Analysis and 
PARAFAC the nexus between berry metabolites, wine making inputs and wine style were determined.  
As expected, clear markers associated with each variety were apparent, with the impact of vintage the 
predominant influence of within-variety differences. The effect of site was also evident, however 
differences associated with grape maturity and subsequent wine style were less obvious. 
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Polycyclic aromatic hydrocarbons (PAHs) are a large group of compounds containing two or more fused 
aromatic rings which are formed from proccesing, packaging and thermal processes (smoking, baking, 
roasting...) [1, 2, 3]. It is known that these compounds present carcinogenic, mutagenic and 
bioacumulative capacities and human can be exposed to them through three main routes: inhalation, skin 
contact and ingestion [4, 5]. Smoked process is commonly used in foods to obtain characteristic 
properties. One of these smoked products is the paprika. In Spain, La Vera (Extremadura) is one of the 
main geographical areas where paprika is produced. They employ a characteristic system for drying 
peppers to obtain paprika consisting in smoked-dried system (oak or holm wood fire).     
 
In this work, several strategies were followed in order to quantify PAHs in paprika samples. Firstly, a 
solid extraction with Sep-Pack Silica Cartridges was optimized to concentrate and isolate the PAHs 
present in the samples. Secondly, a HPLC-FLD method was optimized to quantify eight PAHs (Fluorene, 
Phenantrene, Anthracene, Pyrene, Chrisene, Benzo(a)anthracene, Benzo(b)fluorantene and 
Benzo(a)pyrene). The chromatographic conditions were the following: isocratic elution: 65:35 
ACN:H2O; flow rate: 0.8 mL min-1; C18 Zorbax Eclipse column and λexc= 260 nm and λem= 352 and 420 
nm. With these conditions, some analytes co-eluted with matrix interferences, so it was decided to resolve 
and quantify these analytes with multivariate curve resolution-alternating least squares (MCR-ALS). The 
co-eluted analytes, quantified by this way, were fluorene, pyrene and benzo(b)fluoranthene. Good 
accuracy results were obtained in validation samples (standard solutions and spiked samples). Thus, these 
analytes were determined in a group of real samples (beloging or not to the Protected Designation of 
Origin, PDO, Pimentón de La Vera) without fortification. High contents of these analytes were found in 
PDO paprika samples compared with other dried spices regulated by the EC regulation 2015/1933 [6].  
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Comprehensive Two-dimensional gas chromatography coupled with quadrupole mass analyzer 
(GCxGC-qMS) and descriptive sensory analysis are powerful tools to study chocolate characteristics. 
By relating the GCxGC-qMS data with sensory data, it is possible to determine which compounds are 
responsible for specific quality of chocolates [1]. In this work descriptive sensory test (Optimized 
Descriptive Profile) [2] was applied in commercial chocolate samples to describe the chocolate flavor 
attribute. Furthermore, GCxGC-qMS chromatograms of the same chocolate samples were obtained 
after experimental optimization of extraction procedures. Fisher ratio [3] analysis in four-way data 
(retention time 1st column x retention time 2nd column x mass spectra x samples) was performed and 
the samples with high and low values of chocolate flavor attribute were used to define two classes.  The 
2D Fisher ratio plot, used as filter, selected the most important variables to the separation between the 
two classes. Different threshold values were used and a PCA model was applied in selected variables 
(for this propose the four-way data was unfolded, using the sum of all variables in mass spectra) to 
verify the separation between the two classes.  The best threshold was 1x107 and a PCA model with 3 
component explained 78% of data variance, presenting excellent class separation. By using the 
loadings from PCA model, the 2D Fisher ratio plots and the mass spectra it was possible to identify the 
important compounds responsible by class separation. In this way, the proposed methodology can be 
useful for compounds identification related to a sensorial property.    
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Coffee as one of the most popular drinks consumed for its refreshing, stimulating taste and 
health benefits. Among about the 40 known different varieties, only two are of major importance for 
worldwide commercial coffee production: Coffea arabica and Coffea canephora var. robusta. On 
account of high price of arabica compared to robusta adulteration of coffee is practiced for economical 
purposes and therefore the detection of cheaper varieties of coffee is a real issue. Various instrumental 
methods have been proposed to establish the authenticity of Coffea arabica and to detect the level of its 
adulteration. Synchronous fluorescence spectroscopy is an alternative technique which is quick and 
avoids all sample preparation steps except for dilution and therefore it is simpler, less costly and 
quicker than other most widely used techniques.  

The objective of this research was to investigate the potential of synchronous fluorescence 
spectroscopy followed by chemometric analysis for rapid detection of Coffea arabica adulteration with 
cheaper Coffea robusta. A total of 33 arabica and robusta  samples from different countries and 
producers were acquired in supermarkets in Poland. The model adulterant mixtures were constructed 
by spiking the arabica with robusta  samples  at levels ranging from  0 to 100 %, at 10 % intervals 
(w/w). 6% (w/v) water (95˚C)  extracts  were prepared and after cooling  were diluted  1:120 (v:v) with 

distilled water. The synchronous fluorescence spectra of the samples were acquired in a 10 mm fused-
quartz cuvette within the excitation wavelength range of 240 to 700 nm for wavelength intervals of 60 
and 80 nm.  

In this experiment, Principal Component Analysis (PCA) was applied to reduce the number of 
variables and Successive Projections Algorithm (SPA) was applied to retain the most informative 
wavelengths from the spectra for further chemometric analysis. The number of wavelengths to be 
selected was given as input information for all wavelength intervals (∆λ= 60 and 80 nm). Multiple 
Regression Analysis (MLR) models were built separately for the data acquired at each wavelength 
interval (∆λ = 60 and 80 nm). The root mean square errors of made it possible to asses and confirm the 
prediction ability of the models.  Linear Discriminate Analysis (LDA) was applied to classify samples 
of arabica, robusta samples and their mixtures.  The lowest errors of MLR calibration and prediction 
models did not exceed 4% [w/w] while classification errors for LDA  models did not exceed 5% [w/w].  
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‘Calçots’ are the floral stems of second-year onion (Allium cepa L.) resprouts of the ‘Blanca Tardana 
de Lleida’ landrace. They are a typical product of Catalonia (NE Spain), recognized by the European 
Union with a Protected Geographic Quality (PGI) label. Since 2005, a plant breeding program has been 
conducted in order to improve the organoleptic profile and agronomic behavior of the cultivated 
varieties. Large amounts of multi-year and multi-parametric data were obtained, with a correlation 
structure that must be carefully analyzed. The objective of this work is to perform an exploratory 
analysis of the multivariate data sets obtained by plant breeders, in order to highlight the patterns 
within and between different variables. Furthermore, we want to generate efficient calibration models 
to predict chemical and sensory parameters to facilitate the reference laboratory analysis, which are 
expensive and time consuming. The data set consisted in 147 samples of calçots phenotyped in diverse 
locations in Spain in a period of 5 years. The number of variables was 12, including morphologic (5), 
chemical (5) and sensory (4) parameters. The data was analyzed using multivariate data analysis 
methods, such as Principal Component Analysis (PCA), Multiple Lineal Regression (MLR), Principal 
Component Regression (PCR) and Partial Least Squares (PLS). Generally, significant correlations 
(p<0.05) were found between the morphologic, chemical and sensory traits. From the obtained results, 
it stands out a) the positive correlation between the dry matter and the soluble solids content (ºBrix), b) 
the positive correlation of the sensory attribute overall assessment with ºBrix and dry matter, and c) the 
negative correlation with the traits length of the edible part, weight and titratable acidity. The sensory 
attribute off flavor had an opposite behavior than overall assessment. In general, the samples of the 
years 2013 and 2014 present higher values of ºBrix and dry matter, lower values for ash content and 
titratable acidity and a better sensory profile, according to panelist ratings (higher sweetness and 
overall assessment, and lower fiber perception, and off flavor).  Lineal least squares regression model 
between dry matter and ºBrix was performed to develop a prediction model for the dry matter, and a 
significant prediction model was obtained (R²=0.88). The relationship between sensory traits and 
chemical and morphologic parameters was modeled by partial least squares regression (PLSR). 
Reasonable models were obtained for the prediction of the overall assessment and off flavor. The 
goodness of the model fit was tested using the determination coefficient (𝑅2) and the root mean square 
error (in sensory trait units), which was termed RMSEC for calibration and RMSEP for prediction. For 
overall assessment attribute, 𝑅2calibration model=62%, 𝑅2validation model=54%, RMSEC=1.45, 
RMSEP=1.09. For the off flavor attribute, 𝑅2calibration model=61%, 𝑅2validation model=42%, 
RMSEC=1.04, RMSECV=1.18, RMSEP=1.22. With this work we pretend to guide the plant breeders 
of calçots to make a preliminary screening to multivariate data sets obtained in their experiments. And 
also, these methods allow to predict sensory attributes of the calçots, in an easy and inexpensive way.
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Red cabbage (Brassica oleracea) is a vegetable rich in a large number of bioactive substances, including 
anthocyanins, that are natural pigments which belongs to the phenolic compounds class. Regular 
consumption of foods containing these compounds is associated with health benefits such as inhibition 
of blood cholesterol accumulation, prevention of some cancers and diabetes, among other benefits [1,2]. 
Thus, the quantification of bioactive substances and determination of red cabbage properties is very 
interesting. However, conventional methods are time consuming, destructive and consume large amounts 
of chemical reagents. So, the development of a rapid method for the determination of total and 
monomeric anthocyanins, total polyphenols and antioxidant capacity in liquid extract of red cabbage  
using near infrared (NIR) and medium (MID) spectroscopy, allied with partial least squares regression 
(PLSR) was the main of this work. Red cabbage extracts were obtained with ethanol solution 70% (v/v) 
and concentrated to 9º Brix. Then, the concentrated extract was diluted for determination of total and 
monomeric anthocyanins, total polyphenols and antioxidant capacity by the 2,2-diphenyl-1-picryl 
hydrazine (DPPH) and 2,2'-azinobis-3-ethyl-benzothiazoline-6-sulfonate (ABTS) methods. NIR (10000-
4000 cm-1) and MID (4000-650 cm-1) spectra were obtained from the diluited extracts using the 
transflectance tecnique. These solutions were used to build multivariate calibration models using PLSR 
and a method of variable selection, the ordered predictors selection (OPS) [3]. The diluted extracts 
presented 21.95 to 595.72 mg L-1 of total anthocyanin, 23.08 to 588.24 mg L-1 of monomeric anthocyanin, 
42.94 to 1073.39 mg L-1 of total polyphenols, and the antioxidant activity by ABTS and DPPH ranged 
from 0.20 to 5.90 and 0.23 to 4.90 µM Trolox mL-1, respectively. Altogether, PLS-OPS models showed 
the best prediction results with correlation coefficients (Rc) > 0.99, ratio performance deviation 
(RPD) > 5.80 and mean relative error (% E) < 10%. The NIR spectra promoted the best models for 
monomeric anthocyanin and antioxidant capacity, by ABTS and DPPH methods, with root mean square 
error of prediction (RMSEP) of 32.23, 0.21 and 0.13, respectively. Meanwhile, the MID spectra were 
more predictive for total anthocyanins and total polyphenols, with RMSEP of 14.31 and 34.62, 
respectively. These results indicate that the models obtained are reliable for predictions of bioactive 
substances and antioxidant capacity quickly and non-destructively, and not spending chemical reagents. 
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Bisphenol A (BPA) is a chemical commonly used in manufacturing polycarbonate and epoxi resins, 
materials that are used in the production of food and beverage containers. BPA may be transferred to 
food and beverages by migration processes from these containers. Several regulations ban the use of 
BPA in baby bottles and a specific migration limit of 600 μg/kg has been established for other 
polycarbonate containers[1].  
To determine the quantity of BPA as potencial migrant from polycarbonate cups, in this work, a fast and 
inexpensive procedure have been implemented by using Parallel Factor Analysis (PARAFAC) to model 
excitation-emission fluorescence signals. Requeriments in european regulations [2] have been followed 
for the unequivocal identification of BPA.    
First, the figures of merit have been established: linearity ranged to 0-640 µL-1, repeatability equal to 
2.04 % (at 320 µL-1) and detection capability, CCbeta, equal to 40.6 µL-1, when probabilities of false 
positive and false negative are fixed at 0.05.  
Later, the effect of four factors on several experimental responses was analized. Factors were: i) 
temperature set during the experiments (20 or 30 ºC), ii) number of calibration standards (6 or 10), iii) 
excitation spectra recording mode (every 2 or 5 nanometers) and iv) spectra acquisition speed (500, 1000 
or 1500 nm/min). In addition, it has been considered that one interaction between the last two factors 
could exist. By means of a D-optimal design the experimental effort has reduced from 24 to 9 experiments 
keeping the VIF below 1.8 for the seven coefficients of the proposed model. 
Four answers have been considered in this experiment: analytical sensitivity, CCbeta and correlation 
between spectra obtained with PARAFAC and the true spectra of BPA (unequivocal identification of 
excitation and emission profiles). To evaluate these responses, a calibration for each experimental 
conditions has been built. The whole procedure is robust for the four responses and nor significant factors 
neither interation exist. 
Finally, in the experimental conditions that gave the best responses (20ºC, 10 calibration standard, 
recording each 2 nm and 1000 nm/min) the migration tests were realized to a couple of polycarbonate 
cups. BPA was extracted from these cups into simulant B (3% w/v acetic acid in water)  at 85ºC for 10 
hours. Data tensor size for this analysis is (31x20x56) being 31 the number of samples, 20 the excitation 
wavelengths and 56 emission wavelengths. The concentration of BPA found was: 688.7µL -1 (n=4) and 
706.1 µL-1 (n=5) with SDR equal to 5 y 2% respectively. The appearance of chemicals in the migration 
process, makes it is essential the use of PARAFAC to obtain the complete especificity and as 
consequence allowing the unequivocal identification an quantification of BPA migrated.  
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The European legislation has stablished a specific migration limit (SML) at 15 mg/kg for formaldehide 
[1]. Formaldehyde resins are used in the fabrication of melamine kitchenware and has become well know 
that formaldehide can lead to cancer. To determine the quantity of formaldehyde, as potencial 
migrant,from melamine glasses a fast and inexpensive screening method have been implemented by 
using mutivariatle calibrarion and UV-visible data. This method is a variant of the one proposed in the 
technical guidelines (EUR 24815 EN 2011) [2] to determine formaldehyde by UV-visible spectroscopy. 
This method uses a soft calibration based on partial least squares (PLS) using the full spectrum in the 
range from 350 nm to 510 nm instead of a single wavelength to build the calibration model. The 
advantage of using a multivariate calibration as PLS is (through Q and T2 indices) to detect the presence 
of interferents, whose absorbances are taking place in the same spectral range as the formaldehyde. 
Therefore the applicability of the method is guaranteed since the method enables to detect a possible lack 
of specificity.  
 
Eleven standards of calibration, ranged 0-5 mg/L, has been used. By means of a cross-validation step it 
was concluded that two latent variables were required, explaining 99.97% of the variance of Y-block. 
The accuracy line ycal=0.00075+ 0.99968xtrue (PLS calculated concentration versus true concentration) 
let us conclude that the method is umbiased. Efficiency of  UV-visible-PLS procedure in terms of the 
decision limit (CCα) and detection capability (CCβ) evaluating the probabilities of false non-compliance 
(α) and false compliance () were 0.065 and 0.127 mg/L respectively when  α and  were fixed at 0.05. 
 
The migration tests were conducted of with simulant B 3% (w/v) acetic acid:water (70ºC during 2 hours). 
The quantity found after 3th migration testing, as is recomended in the guidelines used in controls of food 
contact materials, in a glass of melamine was  0.715  mg/L. A recovery study was performed by spiking 
1 and 2.5 mg/L concetration in two replicates of melamine glass acetic-migrate; the results were 93.6% 
and 103%. Migration of formaldehyde from the glass, after seven migration tests and carried out with 
fresh simulant each time; provided an average content of 0.66 mg/L  (n=21). All results were above the 
decision limit of the method (0.065 mg/L) but did not exceed the specific migration limit (15 mg/kg). 
 
A migration cinetic curve was built, with the data of seven consecutive migrations (70ºC, 2 hours), being 
the explained R2 larger than 0.99 in all the cases. 
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Besides being a notable source of calories for more than half of the world’s population, cultivated rice 

(Oryza sativa) provides beneficial effects for human health through several bioactive compounds, 
including phenolics. In general, most of these compounds are sensitive and certainly susceptible to 
degradation. Therefore, novel analytical extraction techniques i.e. Microwave-assisted Extraction 
(MAE), Ultrasound-assisted Extraction (UAE) and Pressurized Liquid Extraction (PLE) are essential to 
have proper sample preparation techniques and these approaches have been used to increase the 
extraction efficiency for various bioactive compounds.  
 
The development of a single optimized extraction process for phenolic compounds from foods is 
complicated due to their structural diversity. Additionally, there were different number of factors as well 
as different working range in the Design of Experiments (DOE) domain when optimizing different 
extraction techniques. For this reason, chemometric technique appears to be a viable option for efficiently 
optimizing the multi factors that affect the extraction performance. In this paper, several different 
chemometric techniques including Fractional Factorial Design (FFD), Central Composite Design (CCD) 
and Box-Behnken Design (BBD) were used for the development of extraction of phenolic compounds 
from rice grains.  
 
The optimised and validated methods were then applied to assess the level of phenolic compounds in a 
wide range of rice varieties including pigmented and non-pigmented rice. The levels of individual 
phenolic compounds were comparable applying different extraction techniques. However, a moderate 
difference in the composition of phenolic compounds in rice extracts recovered by different extraction 
techniques was observed. This is reasonable when taking into account the different condition of 
extractions in addition to distinctive rice origins as real samples. It can be concluded from the results that 
MAE; UAE and PLE under optimum conditions can be considered as a powerful tool for the 
determination of phenolic compounds from a wide variety of rice grains. 
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          The aim of this study was to determine the optimum conditions of synthesis CMC from “Salak 

Pondoh Super” kernel. Some factors that likely influence the synthesis were concentration of  NaOH 
solution , NaMCA addition, and the reaction temperature based on  the degree of substitution (DS) as 
theresponses. 
        Synthesis of CMC was optimized using completely randomized design. The result then was 
characterized by several parameters including water content, viscosity, purity, Water Holding Capacity 
(WHC), Oil Holding Capacity (OHC), lightness, crystallinity, and FT-IR spectra. 
         Optimization was achieved by the use of  15% NaOH solution, 5 gram NaMCA per 5 gram cellulose 
and reaction temperature of 55ºC. The characteristics of the optimized CMC were DS 0.825, purity 
90.86%, water content of 7.16 (% wb), viscosity 3.86 cps, 142.72 yield (% db), WHC 2.37 (g/g), OHC 
2.31 (g/g), lightness 78.48, and crystanillity 32.69%. The  FT-IR spectra MC was similar with the CMC 
Standard. 
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The application of pandan leaves extract (PLE) were observed as a natural antioxidant in red palm oil 
(RPO) and soybean oil (SO) using accelerated oxidation at 70ºC for 3 days. DPPH (1,1-Diphenyl-2-
picrylhydrazyl) scavenging activities, β-carotene linolenic assay, rancimat analysis were performed to 
analyze the effect of PLE and time incubation (0 day and 3 days storage) to the antioxidant activities in 
RPO and SO.  During the accelerated storage, antioxidant activities of PLE in RPO and SO are commonly 
significantly difference (p < 0.05).  The PLE extract (optimum concentration is 0.18%) gave the best 
result to retard oil oxidation in RPO and SO.  These results gave a promising application of pandan leaves 
extract as a good natural alternative to be applied in several vegetable oils.  
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Food products from fruit and vegetables contain a significant amount of antioxidants. These compounds 
are of special interest due to their capacity to reduce the hazard caused by free radicals, and have been 
associated with lowered risks of cardio vascular diseases and other illnesses related to oxidative stress. 
Practically the natural antioxidants are attained through consumption of food products derived from 
fruits, vegetables. Therefore, the objective of this study was to determine the stability of antioxidants 
during the production of beverage from Mandarin liquid by-product.  
 
The level of antioxidants of the beverage was evaluated at different stages of production processes i.e. 
pasteurization and storage. The beverage was pasteurized at 93 °C for 30 s, then was stored for 2 months 
at a temperature ranging from 0 to 5 ºC. The total phenolic compounds were determined by the Folin 
Ciocalteau method, while the antioxidant activity was assessed using ABTS, DPPH and FRAP methods.  
 
The measurement result of phenolic compounds and antioxidant capacity by DPPH method showed that 
the compounds were stable during pasteurization process. In contrast, the antioxidant capacity of the 
studied compounds measured by ABTS and FRAP methods showed a slight reduction due to 
pasteurization. Similar trend was also observed after being stored for two months wherein the antioxidant 
capacity was reduced up to 6.3, 11.9 and 19.7 % by DPPH, ABTS and FRAP respectively. The 
degradation of phenolic compounds as much as 9.3% was also observed during the beverage production 
and storage. However, the amount of total phenolic compounds and their antioxidant capacity was higher 
compare with the beverages sold at the market in Loja, Ecuador. 
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American cranberries (Vaccinum macrocarpon) and its derived products have shown some beneficial 
health effects associated to their polyphenolic content such as their capacity to help prevent infections of 
the urinary tract [1]. That is the reason why many cranberry-based extracts have recently appeared in the 
market as pharmaceutical preparations and, lately, it has been suspected that some of these preparations 
do not contain the necessary bioactive polyphenols (i.e., A-type proanthocyanidins, PACs) and actually 
come from other fruit extracts like grapes or blueberries. The fact that only A-type PACs have the 
necessary bioactive capacity shows the importance of developing analytical methods to study and 
characterize fruit-based extracts to achieve correct identification regarding the fruit of origin.  
The aim of this work was to find a suitable method to characterize, classify and authenticate natural and 
pharmaceutical berry-based products employing untargeted (metabolomic fingerprints) and targeted 
(polyphenolic profiles) analytical approaches. 
For that purpose, more than 100 cranberry-, grape-, blueberry- and raspberry-based natural products as 
well as cranberry-based pharmaceutical products were analyzed by UHPLC-HRMS/MS (Q-exactive 
Orbitrap, Thermo Fisher Scientific). Separation was performed by C18 reversed-phase chromatography 
in a Supelco Ascentix Express (150x2.1 mm, 2.7 µm) porous-shell column using 0.1% formic acid water 
and acetonitrile solutions as mobile phase. Full scan MS (m/z 100-1,500) at a resolution of 70,000 
FWHM (full-width at half-maximum) and data dependent MS/MS product ion spectra at a resolution of 
17,500 FWHM were used to obtain the metabolic fingerprints and the polyphenolic profiles. Blank 
acetonitrile samples and a mixture of all the product samples were employed as quality controls. On an 
untargeted approach, full scan MS raw data were considered as metabolic fingerprints to be treated by 
chemometric techniques such as principal component analysis (PCA). After correcting and improving 
MS signal quality by using specific filters, full scan MS metabolic fingerprints allowed the classification 
of the products depending on the fruit of origin. On a targeted approach, polyphenolic profiles were 
employed for characterization. MS data was processed by ExactFinder v2.0 software (Thermo Fisher 
Scientific) by applying a customized target database list of polyphenols. The most remarkable 
polyphenols were identified and selected to achieve characterization of natural products and 
pharmaceuticals by chemometric techniques. 
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Olive oil has been produced for about 6,000 years, but in the last thirty years there has been a growing 
interest in the use of vegetable oils in cooking because of a greater knowledge of Mediterranean food 
and an awareness of the healthy virtues of a Mediterranean diet, and particularly olive oil. The increasing 
popularity of olive oils is mainly attributed to its high content of oleic acid, which may affect the plasma 
lipid/lipoprotein profiles, and its richness in phenolic compounds, which act as natural antioxidants and 
may contribute to the prevention of several human diseases. Nowadays there are some concerns that 
some of vegetable oil products sold in the market labeled as derived only from olives could contain 
vegetable oils which are coming from other fruits or seeds such as sun-flower, soy or corn. Therefore it 
is important to develop analytical method for the correct authentification of vegetable oils. 
This work was aimed at exploring suitable methods to characterize and classify vegetable oils according 
to the fruit/seed of origin based on untargeted (metabolomic fingerprints) and targeted (polyphenolic 
profiles) analytical approaches. 
For that purpose, 70 Spanish vegetable oils (olive, sun-flower, soy, corn) were analyzed by UHPLC-
HRMS/MS (Q-Exactive Orbitrap, Thermo Fisher Scientific). Separetion was performed by standard 
gradient elution in a Supelco Ascentix C18 (150x2.1 mm, 2.7μm) porous-shell column using 0.1% formic 
acid water and acetonitrile solutions as mobile phase. Full scan MS (m/z 100-1,500) at a resolution of 
70,000 FWHM (full-width half-maximum) and data dependent MS/MS product ion spectra at a 
resolution of 17,500 FWHM were used for both metabolomic fingerprint and polyphenolic profile 
acquisition. Samples were processed by liquid-liquid extraction with a mixture of ethanol/water, and a 
clean-up step with hexane. Data obtained was treated by means of chemometrics following both 
untargeted and targeted approaches. 
On untargeted approach, full scan MS raw data was considered as metabolomic fingerprint to be treated 
by principal component analysis (PCA). After correcting and improving MS signal quality by using 
specific filters, full scan MS metabolomic fingerprints allowed oil classification depending on its type of 
fruit or seed.  
On the targeted approach, polyphenolic signals were employed for oil characterization. For that purpose, 
MS data was processed by ExactFinder v2.0 software (Thermo Fisher Scientific) by applying a 
customized target database list of polyphenols. Retention time, accurate mass errors, isotopic pattern 
matches and product ion scan spectra were used to confirm the identity of compounds when necessary. 
After further processing of polyphenolic profiles by removing signals with peak scores lower than 0.65 
the most remarkable polyphenols of each oil type were identified and selected to achieve characterization 
of Spanish vegetable oils by PCA. 
 
Acknowledgement: Projects CTQ2014-65324, 2014 SGR-377 and 2014 SGR-539.



P-111 
 

NIR detection of foreign traces in powder foods. An aproach independent from the 
spectral equipment 

 
T. R. Cuadrado 1, P. Barreiro Elorza 2, L. Lleó García2, Facundo Ruiz1, Pablo Delgado Sánchez1  

 
1 Facultad de Agronomía y Veterinaria, UASLP, San Luis de Potosí, México 

2 LPF_TAGRALIA Departamento de Ingeniería Agroforestal, UPM CEI Moncloa, Madrid, España 
e mail (pilar.barreiro@upm.es) 

 
 
The effective detection of the presence of trace amounts of allergens in processed foods is of crucial 
importance in the food industry. Traces of allergens can cause adverse reactions, and may become very 
serious in certain sectors of the population.  Previous work based on NIR spectroscopy (considering 
local spectra measurements and also hyperspectral images) propose models capable of detecting the 
presence of peanut and another dried fruits. Mentioned models include the band 1200 nm 
corresponding to the fats.  
The objective of this work is to detect different traces of foreign and allergen foods (i.e. gluten, fats, 
nuts …etc) and to carry out a transfer of calibration between NIR spectroscopy equipments belonging 

to different laboratories in different countries (Spain-Mexico), With this work is expected to be able to 
apply and develop identification algorithms useful for all tested instrumentation.  
Two NIR equipments have been used: Hamamatsu PMA11, C8147-34, in the range between 896 and 
1686 nm (LPF-Tagralia UPM, Madrid), and an Ocean Optics model NIR512, in the range of infrared 
near to the 900 - 1700 nm equipment (Faculty of Sciences of the UASLP; México). For Hamamatsu, 
five different varieties of peanut from different geographic origin and treatment were analyzed as well 
as milk powder, cocoa, wheat flour, and peanut from different Spanish trademarks. The samples 
measured with the Ocean Optics spectrophotometer included commercial samples from Mexico (, milk 
powder, cocoa, wheat flour, chocolate and peanut), as well as samples from Spain (24 different kind of 
flour, 33 types of nuts, 2 different types of almonds sesame, 2 types of peanut, pinion, corn seed, 
pistachio, Hazelnut).  
A comparative analysis of the sets of spectra (raw and normalized) has been faced as an initial step; 
different preprocessing procedures and multivariate models (PCA, PLS ...etc) in both spectra sets have 
been defined and tested. In addition a piecewise direct calibration transfer procedure is to be performed 
considering Hamamatsu as master and Ocean Optics as slave. A specific analysis on the equipment 
platform is faced regarding spectral sensitivity. 
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Beer is a highly complex beverage which contains more than 800 organic compounds. Different brands 
of beers have distinctive tastes and quality control parameters which originate from the mineral content 
of the water and the types of ingredients used as well as differences in the brewing methods. In modern 
analytical chemistry labs extensive metabolite profiles of beer samples can be produced. However, so 
far, due to lack of fast and reliable data analysis procedures, these profiles are not employed in the 
assessment of beer parameters. 
In this study, we have applied and compared different chemometric tools in the assessment of beer 
parameters. Untargeted metabolite profiling of 67 different beer brands was obtained with gas 
chromatography – mass spectrometry (GC-MS) and liquid chromatography – mass spectrometry (LC-
MS) including both positive and negative ion mode measurements. Beer parameters included quality 
control parameters such as bitterness, foam stability and sulphur dioxide content. GC-MS and LC-MS 
data sets were successfully preprocessed, using alignment, baseline correction and clustering of 
molecular features belonging to the same metabolite. In the exploratory analysis, chemometric methods 
as PCA, sparse-PCA, Multidimensional Scaling (MDS) and t-distributed Stochastic Neighbor 
Embedding (t-SNE) were compared to visualize differences between beer brands in three different data 
sets: GC-MS, LC-MS-positive and LC-MS-negative. Furthermore, prediction models of beer parameters, 
i.e. bitterness, were obtained using either one of available data sets or their combinations. Chemometric 
tools as PLS, sparse-PLS and different data fusion approaches: low-level, mid-level, high-level were 
used and their performance compared.  
This study demonstrates a great potential of chemometric analysis in the assessment of beer parameters. 
It yields an optimized data analysis procedure to fully exploit and benefit from a plethora of information 
in untargeted metabolite profiling of beer. 
Acknowledgements: This research received funding from the Netherlands Organization for Scientific Research (NWO) in the 
framework of the Technology Area COAST.  
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During the last decade the awareness of consumers and society in general towards all aspects that 
concern food consumption has strongly increased. Ethics, sustainability, health, safety, quality, 
tradition are now everyday words, and communication and marketing are following more and more the 
trends that these terms represent. Research in food chemistry area has mainly focused on chemical 
analysis and characterization to contribute to fundamental issues such as food safety and quality, 
nutritional and health requirements. 
The present work is part of a larger project, which is aimed to take a step beyond the aforementioned 
approach. The fundamental idea is to use our analytical chemistry expertise to build new tools to aid 
consumers when choosing foodstuff (and have proper knowledge of it) and producers to meet 
consumer expectations, using food quality as a driver. 
To this aim the proposal is to use analytical spectroscopy to capture salient features of foodstuff 
(fingerprint) and build a reference database that can be efficiently searched through multivariate data 
analysis tools and, be likely in the near future, linked to applications for mobile smart devices 
implemented for consumers inquires. At the same time consumers’ choice may be oriented by showing 

how products of similar categories cluster according to different criteria. 
 
As a first benchmark to develop these ideas a survey on beer is presented. One hundred samples of 
light beer (i.e. no stout or dark beers have been considered) differing by brewery, alcohol content, 
yeast, brew type, etc., were collected. This work is focused on Vis-NIR, NMR and sensory data, with 
the aim of establishing a link between the “objective” information of the spectroscopic fingerprint and 
the “subjective” world of consumers’ assessments. The latter is represented by online beer ratings and 
for a reduced number of samples by sensory reports made by a panel of experts. 
Different combinations of decomposition methods, e.g. PCA, ICA, MCR and clustering (both linear 
and non-linear methods) were used to extract relevant information and as basis for data-fusion 
techniques to integrate the chemical information.  
PLS regression allowed establishing a link between spectral fingerprint/information and consumer 
preferences as expressed by ratings (www.ratebeer.com) aroma, appearance, taste, palate, overall. 
Furthermore, also the mostly used descriptive words used by consumer were codified, based on the 
approach described in [1]. This part of the work can contribute to build a “beer vocabulary”, which can 

be very useful to develop further real-life applications. 
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Allura red (AR) is an azo dye used as adittive in beverages and candies. Artificial food dyes may cause 
some health problems in children, increasing the importance of their quality control. Previously, we 
developed a simple method for determing sunset yellow in beverages using a table scanner, RGB 
histograms and PLS [1]. The present work aims to determine AR in hard candies. However, it is 
difficult to get a fixed position for measuring solid samples in the scanner. Thus, we built a homemade 
equipment based on a cell phone camera. Other problem was the presence of textural variation in the 
images of solid samples, which leaded to large prediction errors when the former image analysis 
strategy [1] was applied. The color of the candies is homogeneous, but their surfaces were not perfectly 
smooth. In RGB decomposition, each pixel is individually decomposed, without considering its 
neighborhood. The adopted alternative was a more complex methodology [2], in which multi-way data 
were generated from the intensity of each pixel as function of its position (x,y) and treated with a Fast 
Fourier-Transform, in order to obtain congruent/trilinear data, a prerequisite for the subsequent 
calibration with N-PLS. 240  hard candies of 4 different flavors, containing only AR as dye, were 
analysed (23–79 mg.kg-1). Reference method was based on sample extraction and UV/Vis spectroscopy 
[3]. Images were obtained with a Motorola RAZR XT910 cell phone, in ”jpg” and processed using 

MATLAB 7.13, PLS Toolbox 6.5 and Image Processing Toolbox 8.0. Samples were splitted in 
calibration (160) and validation sets (80) using Kennard Stone algorithm. The best model was obtained 
with 6 latente variables, with RMSEC and RMSEP of 3.8 and 5.8 mg.kg-1, respectively. Fig. 1 shows 
the model fit. A complete multivariate validation was performed in the development of this simple, 
rapid, low cost and nondestructive method. 

        
Figure 1. Plot of the reference versus predicted values 
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Lipid fingerprints, for instance those based on acylglycerol profiles, are promising candidates to detect 
olive oil adulteration. Partial Least Squares Regression on the lipid fingerprinting data is a suitable 
strategy to develop models to predict the adulteration levels of suspicious samples. However, the lowest 
adulteration level detected as well as the values predicted for non-adulterated samples are to be known 
to avoid false negatives and false positives in future predictions. Here, we have calculated ROC curves 
with values predicted from PLS-Regression models to set thresholds for a decision criteria (adulteration 
or authentic) for olive oil adulteration.  
The lipid fingerprints used have been obtained from a classical chromatographic technique (HPLC-RID 
analysis) and from a state-of-the-art high-throughput fast method (direct ESI-UHRMS). Sampling 
included genuine olive oils of three different commercial categories that were blended with soybean, 
sunflower and hazelnut oils at 5% and 10%, following a Latin Squares Design. Partial Least Squares 
Regression was calculated for both lipid fingerprints (HPLC-RID and ESI-UHRMS) using SIMCA 
sofware (v13.0, Umetrics AB, Umea, Sweden). Models were internally validated by leave-10% out cross-
validation, and RMSEcv was used to optimize models. Models were developed independently for the 
adulteration with hazelnut and for the adulteration with soybean or sunflower. 
ROC curves were calculated with IBM SPSS Statistics software (v 20.0). Prediction values 
corresponding to specificity =1 in ROC curves were set as the threshold above which no false positives 
were encountered, and thus, samples could be considered as adulterated. Prediction values corresponding 
to sensitivity =1 in ROC curves were considered the threshold below which no false negatives were 
encountered, and thus, samples could be considered as genuine (or at the most, adulterated at levels below 
5%). When values for these two thresholds did not agree, intermediate values corresponded to an 
uncertainty range in which no assumptions on adulteration could be raised without the risk of facing false 
positives or false negatives. According to this decision criteria,  the lipid fingerprinting from HPLC-RID 
analysis offered slightly better results as authentication tool than the UHRMS technique; however, it 
requires using the raw RID signal while the UHRMS uses discrete data.  
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We studied the feasibility to use the front-face fluorescence of the apple juices for the prediction of 
their antioxidant properties. 

Phenolic compounds account for the metabolic activity and antioxidant properties of plant-based 
foods and for the putative health benefits to humans [1]. Moreover, polyphenols affect organoleptic 
properties of foods: their color, flavor, astringency, and hardness. The assessment of polyphenolic 
compounds and their antioxidant acitivity is one of the important aspects of quality studies of many 
foods. 

Commercial apple juices were selected for study to cover the various ranges of juices available on 
the market: clear reconstituted from concentrate, cloudy produced from concentrate with added apple 
pulp, pasteurized naturally cloudy produced not from concentrate, and freshly squeezed juices. 

The antioxidant properties of juices were evaluated on the basis of total phenolics, flavonoids, and 
antioxidant capacity. 

The overall emission of complex, multi-constituent samples is usually characterized by the total 
fluorescence spectra (TFS), called also the excitation-emission matrices or total synchronous 
fluorescence spectra (TSyFS). The TFS are obtained by measurements of the emission spectra for a 
series of excitation wavelengths, thus providing a comprehensive characteristics of the absorption and 
fluorescence properties of all of the emitting components in the samples studied. The synchronous 
fluorescence spectroscopy is another technique used for the complex food samples. Here, fluorescence 
intensity is measured as a function of the simultaneously scanned emission and excitation wavelengths, 
with a constant offset between them ( = em-ex). The emission of the apple juices studied was 
characterized by the TFS, the TSyFS and single-offset synchronous fluorescence spectra.  

The regression analysis was performed using partial least squares methods (PLS1 and PLS2) on 
the unfolded TFS, TSyFS and on the single-offset synchronous fluorescence spectra. The N-way partial 
least squares regression (NPLS1 and NPLS2) was used for analysis of TFS and TSyFS arranged in 
three-way arrays.  

The best regression models among parameters studied were obtained for prediction of the total 
flavonoids. For the particular analytical parameters the predictive ability of all the calibration models 
studied was generally similar. Therefore, the single-offset synchronous fluorescence spectra seems to 
be preferable for the screening analysis, instead of the entire TSF or TSyF spectra. Their application 
may significantly shorten the recording time and simplify the analysis, due to the reduced amount of 
spectral data.  
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The discriminant and principal component analysis (PCA) are important tools to classify and discriminate 
data. These techniques have been used to evaluate the generation of volatile organic compounds (VOCs) 
during different stages of Tequila production process [1] and to identify aging markers in Tequila [2]. 
Tequila 100%, Mezcal 100% and Bacanora 100% should be made from 100% agave sugars while Tequila 
and Mezcal can be made with agave sugars mixed with other sources of sugars such as sugarcane in 
accordance with the Mexican law. All these spirit beverages are easily adulterated although their label 
indicates that are made with agave. The Mexican regulations just evaluate the major compounds that can 
be identify and quantify by GC-FID, therefore is important to find minor compounds that can be 
classifiers from agave origin with simple techniques and robust analysis such GC-FID. 
Ninety five samples of different spirit beverages (Tequila, Mezcal and Bacanora) were analyzed to 
determine the compounds regulated by Mexican law and four minor volatile compounds that could be 
classifiers from agave spirit beverages. The PCA separated Mezcal of other spirit beverages and 
discriminant analysis with the D1 (p=0.0000) classified the beverages into three groups: the first one 
Bacanora, second one Mezcal and Mezcal 100% and the last one Tequila and Tequila 100%. 
 
[1] Prado-Jaramillo, N., Estarrón-Espinosa, M., Escalona-Buendía, H., Cosío-Ramírez, R. and Martín-del-Campo, S. (2015). 
Volatile compounds generation during different stages of the Tequila production process. A preliminary study. LWT - Food 
Science and Technology. 61 (2), 471-483. 
[2] Muñoz-Muñoz,A., Grenier, A., Gutiérrez-Pulido, H and Jesús Cervantes-Martínez. (2008). Development and validation 
of a High Performance Liquid Chromatography-Diode Array Detection method for the determination of aging markers in 
Tequila. Journal of Chromatography A. 1213, 218-223. 
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Honeys' traceability is required by consumers and food control institutions. Melisso-palynological 
routines use pollens to discriminate the botanical origin and / or the geographical origin of honeys. Honey 
is a very complex matrix with several chemical classes of compounds present in a very large range of 
concentrations. Therefore, to improve the reliability of assignments of honeys to classes, some alternative 
analytical methods (chromatographic methods especially) have been developed for involve for example 
the phenolic acids and polyphenols[2], or the volatile compounds[3, 4]. All of these methods require 
considerable sample preparation, are time-consuming, and their insufficient ability to correctly classify 
honeys has been shown. To overcome these limitations, various spectroscopic techniques such as 
MNR[4], near-infrared[5], mid-infrared[6,7] or Raman spectroscopy[8] have been proposed as alternative 
methods since they have been used successfully especially for discrimination of unifloral honeys. 
The Corsican honeys may be certified by two official designations of origin: the national “Appellation 

d’Origine Contrôlée” (AOC) and the European “Protected Designation of Origin” (PDO), both labeled 

“Miel de Corse–Mele di Corsica”. They are multifloral honeys classified into six ranges: “spring”, 

“spring maquis”, “honeydew maquis”, “chestnut grove”, “summer maquis” and “autumn maquis” 

according to the geographic location of the apiaries and the harvest season [9]. Therefore, the aim of this 
study was to investigate the potential of MIR spectroscopy coupled with chemometric analysis as fast 
and effective analytical technique to discriminate the six ranges. The ATR-FTIR analysis of 216 Corsican 
honey samples (PDO) associated with chemometric analysis allowed to highlight differences between 
the six origins even if it requires adjustments depending on the samples (especially for “chestnut maquis” 
and “spring maquis” honeys) and, its application is limited for the “honeydew maquis” honeys. However, 
this method is reliable for “autumn maquis” honeys and “summer maquis” honeys (98%of correct 
classification). 
 
Keywords: Chemometrics, Honey, MIR  
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Over the past decades, a wide number of analytical methods based on Fourier-transform infrared 
(FTIR) spectroscopy, were developed aiming the control of several wine parameters. However, this 
technique has still a lot to offer in what concerns the improvement of wine quality. In this work, FTIR 
spectroscopy and Partial Least Squares (PLS) regression, were combined for the development of new 
analytical methods able to assess the content of some of the most common off-odors in wines: isoamyl 
alcohol, isobutanol, 1-hexanol, butyric acid, isobutyric acid, decanoic acid, ethyl acetate, furfural and 
acetoin.  These compounds are potential indicators of wine defects when present in concentrations 
above their odor thresholds [1]. Analytical methods currently employed on their determination are 
based on slow, expensive and rather complicated procedures [2]. Additionally, the sensorial analysis 
commonly employed to detect the presence of these compounds, are usually highly dependent on a 
panel of trained sensory assessors, which can also be time-consuming and expensive. In the worst 
scenario, the above mentioned compounds are only detected when their presence in wine already 
represents a defect. Fourier-transform infrared (FTIR) spectroscopy, represents an alternative solution 
for the early detection of these compounds, whether individually or simultaneously, in a fast and cost 
effective way.  
The accuracy and precision of this newly developed methods (Rp

2>0.88 and range error ratio>9.23) 
proved the worthy ability of this instrumental technique to quantify all the aforementioned compounds 
within their tested concentration ranges.  
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Classification methods have been defined as the tool which divides each one of the objects of interest 
into one or several series of exhaustive and exclusive categories, known as classes. Therefore, the term 
'class' is referred to a division of the population sharing at least a common characteristic, attribute, quality, 
or property. Ideally these ones should be mutually exhaustive and exclusive, i.e. the whole population 
should be covered by both classes and common characteristics cannot be shared, respectively.  

In general, when performing a classification method which is aimed to allocate the target objects between 
two classes, it is required the development of a model which has to be trained with standards that belong 
to both input classes, for instance, class A and class B. If A and B are exhaustive classes, the class B is 
equivalent to the no-A class. For example, in the differentiation of olive oil from other edible vegetable 
oils, the classes would be olive oil (A) and another vegetable oil (B); this last one could be also denoted 
as non-olive oil (no-A). In this case, it is also possible to build a classification model training the model 
with only one input class, for instance, the class A (or the olive oil class). The approach of working with 
only one input has a big advantage since it only requires experimental data from this input class. This 
strategy has significant advantages in the authentication of food, due to the fact that the model is 
developed from authentic foodstuffs and it is not necessary to use other kinds.  

Since not all the classification algorithms accept models which are trained with only one input class, it 
is necessary to establish a fictitious (dummy) class. However, the classification model that uses a second 
dummy class is not exactly an one input-class classification but (pseudo) two input-classes classification, 
since two classes are being used. The approach of an only one input-class could be easily performed by 
applying a class-modelling method as SIMCA or UNEQ. However, in principle, regression-based 
discriminant methods as PLS-DA or SVM-C need to feed the model with two input-classes. 
Nevertheless, there is some recent reported proposals which make suitable the PLS method to perform 
only one-input class (OCPLS).  

In this communication, it is presented the methodology to perform the multivariate classification by 
applying the (pseudo) two input-classes strategy, that is to say, the model is truly trained with standards 
from an only target class. As real example, the discrimination between olive oils and non-olive vegetable 
oils is showed. For this, the fast-liquid chromatography fingerprint on the methyl-transesterified fraction 
of each vegetable oil is used as characteristic data vector. 
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Fluorescence spectroscopy has found in food analysis a large use due to that it is fast, gives direct 
measurement, is not destructive and noninvasive [1]. 
In this work, the potential of excitation emission fluorescence matrix (EEM) data recorded with a front 
face system along with chemometric methods was investigated for the determination of spoilage on 
mayonnaise and for the rapid prediction of changes of microbial flora (counts of bacteria). 
Made in home mayonnaise and commercial mayonnaises samples were maintained at 25°C during four 
days, and stored at 37ºC for three days. The microbial load on mayonnaise samples was determined per 
day. Total viable count (TVC), aerobic mesophilic bacterias, Staphylococcus aureus, Escherichia coli 
and Salmonella were determined on mayonnaise at each step using culture methods.  
In parallel, mayonnaise samples were analyzed by 3D front-face fluorescence spectroscopy, without 
prior preparation, at 8 and 6 different times for the samples stored 25 °C, and 37°C, respectively. The 
data matrices were recorded varying the excitation wavelength between 230 and 400 nm each 10 nm, 
and registering the emission spectra from 300 to 600.5 nm each 0.5 nm. Thus, the EEMs were of size 
18×602. PARAFAC analysis allowed capturing the changes occurring in the fluorescence spectral data. 
The best PARAFAC models showed 3 components for data recorded both temperatures. Profiles of 
main compounds were extracted with this algorithm describing quality evolution on the time. In order 
to meet those compounds that their concentration decreases and those that are produced (specifically 
amino acids) a chromatographic analysis was performed [2]. The chromatographic analysis confirms 
the decrease of tyrosine and the production of tryptophan in the time.  
Partial least squared discriminant analysis (PLSDA) was applied to data set formed by concatenating of 
all the fluorescence spectra at same temperature for testing the allocation of the spectra of the 
individual samples within the five and four groups corresponding to the five and four investigated 
storage times. The results showed that 100% of good classifications were obtained using 3 PLS factors. 
These results allowed the classification of samples as a function of stored time. In addition, this 
information can be related to the microbial counts. 
In order to evaluate other quality parameters, a study with optical fibers is being performed. EEMs 
were obtained through the degradation kinetics of mayonnaise produced by irradiation the samples 
each two minutes for a total of 20 minutes.  Third order data analysis will be directed to the fat content 
evaluation as well as at the content of different dressing of mayonnaise for obtaining information about 
the quality mayonnaises. 
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Traditional Chinese medicine extracts are basic materials for the treatment of many diseases, such 
as cardiovascular disease. In this paper, the extracts from four heat-clearing herbs were obtained by 
ultrasonic extraction method, using ethanol-water mixed solvents, and DPPH free radical-scavenging 
and Ferric reducing antioxidant power (FRAP) assays were chosen to evaluate their antioxidant activities. 
Uniform design method was used to investigate the synergistic antioxygenation from the four kinds of 
extracts. Results showed that yields from the Pulsatillae Radix, Smilacis Glabrae Rhizoma, Isatidis 
Folium and Taraxaci Herba extracts were 18.0%, 8.33%, 8.83% and 3.80%, respectively. Results 
obtained by DPPH and FRAP assays showed that extracts from Smilacis Glabrae Rhizoma had the 
highest antioxidant activity, followed by Pulsatillae Radix and Isatidis Folium extracts. Extract from 
Taraxaci Herba had the lowest antioxidant activity at the same concentration. Their IC50 values were 
28.8, 31.6, 49.2 and 74.5g/mL, respectively and a dose-effect relationship appeared in each sample. The 
results for synergistic antioxidant effect investigation showed that the maximum positive synergetic 
antioxidant effect was exhibited when the mass ratio of extracts from the Pulsatillae Radix and Smilacis 
Glabrae Rhizoma was equal to 2:8, with a 24 g/mL concentration. The achieved DPPH free radical 
scavenging rate was 54.3%, which was close to BHT 24 g/mL (60.5%). These research results have 
thus established a foundation for development of novel natural antioxidants. 
 

 

Fig. 1. The Synergetic Antioxidant Effects of the Herbal Extracts. 
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The determination of total protein content in cow’s milk is a routine application of mid-infrared (IR) 
transmission spectroscopy. However, the quantitation of protein in this kind of samples demands laborious 
and time consuming experimental work. We report an analytical method based on the direct spectroscopic 
determination of casein (Cas), α-lactalbumin (αLA) and β-lactoglobulin (βLG) in cow milk samples. For 

spectra acquisition, a custom-made setup equipped with a tunable EC-QCL light source, operated in pulsed 
mode at room temperature, and a temperature stabilized flow cell with an optical path length of 38 µm was 
used. An advanced data processing protocol was applied to compensate for fluctuations in the fine structure 
of the emission curve that are inherent to the employed light source due to mechanical instabilities [1]. Mid-
IR transmission spectra of aqueous protein standard mixtures, as well as cow’s milk and spiked cow’s milk 

samples were acquired in the 1600-1700 cm-1 region (amide I band). Science based calibration (SBC) 
algorithm was employed for compensation of changes in the background signal attributed to the milk matrix. 
After background correction, partial least squares (PLS) was employed to build regression models for each 
of the three proteins by comprising spectra of aqueous calibration standard solutions and background-
corrected milk samples. Finally, predictions of individual protein concentrations in commercial and spiked 
cow’s milk were carried out. Protein concentrations determined in commercially available milk samples were 
24.5±1.4, 1.4±0.9 and 2.4±0.2 mg mL-1 for Cas, αLA and βLG, respectively. Recovery values for spiked 

samples were ranging between 95±8%, 101±22% and 99±4% for Cas, αLA and βLG, respectively. In light 

of the results obtained, this high throughout method has the potential to be employed as a standard tool for 
quality control of milk, without requiring any sample preparation.  
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Food fraud is becoming increasingly sophisticated due to the use of conventional and unconventional 
or synthetic adulterants. Because to the ever-increasing range of analytes that can be used in food fraud 
together with the impossibility of covering them all, there is increasing demand for the development of 
fast, easy-to-use and low-cost analytical methods to test for adulteration. Multivariate qualitative 
methodologies that use classification techniques allow to detect anomalous samples and they are an 
alternative of increasing application in detection food fraud, both adulteration and authentication [1]. 
 
The application of spectroscopic techniques has become a usual tool in food analysis and requires the 
use and development of chemometrics tools in order to display and interpret vast amounts of data. A 
trend that is expanding is the use of data fusion strategies that couple or merge data from two or more 
analytical techniques to improve the individual information of each one due to the exploitation of 
synergies between them.[2,3] 
 
In this work a hazelnut adulteration problem is considered as a case study. Hazelnuts and their 
derivatives (oils and pastes) are widely used as ingredients in many desserts, ice creams and chocolates 
or can be eaten alone as a snack. The price of hazelnuts depends on the market and can be reduced by 
adding such other ingredients as almond, because of its similarity, but other unexpected products might 
be added (for example, chickpea). 
 
NIR and FT-Raman data are used to determine whether the synergism between them can be exploited. 
The data have been processed both individually and fused by SIMCA model from a training set of 
unadulterated samples [4]. Two data fusion strategies (mid-level and high decision data fusion) are 
applied. 
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Most analytical problems require semi-quantifiable or non-quantifiable information: i.e. to authenticate 
a product or verify if a substance is present above or below a pre-established concentration level. In 
these cases, using qualitative methods that provide a binary response (positive/negative) might be 
suitable. They are an alternative to quantitative analysis, which generally gives more but often 
unnecessary sample information and requires a greater investment of money and/or time.  

In this work, a qualitative method is developed to recognize four common adulterants in raw milk. The 
main performance parameters of the two-class SIMCA method, sensitivity and specificity, are 
established from the contingency table outputs which are [1]: True positive (TP), when the qualitative 
method gives a positive output for a positive sample; False positive (FP), when it gives a positive 
output for a negative sample. True negative (TN), when it gives a negative output for sample negative; 
False negative (FN) result, when it gives a negative output for a positive sample. In addition to these 
well-known parameters, we propose another parameter named as “Inconclusive ratio”, which indicates 

the percentage of samples that cannot be undoubtedly assigned to one class. It considers the samples 
that are not assigned to any class and the samples assigned to the two class. 
 
As we are dealing with a qualiative method addressed to detect if a substance (milk adulterand) is 
present in a sample, in the validation process it is also important to estimate quality performace 
parameters related to the concentration. For instace, the concentration at which an adulterant can be 
recognized by the qualitative multivariate technique with likely satisfactory success. A methodology 
based on nonlinear fitting of the experimental data to a probability of detection  curve (POD) [2] is 
proposed to estimate the performance parameters related to the concentration. 
 
Acknowledgement: Carina S. Gondim thanks to Coordenação de Aperfeiçoamento de Pessoal de Nível Superior (CAPES) 
- Programa de Doutorado Sanduíche no Exterior (PDSE) for providing a fellowship 
  
References: 
[1] M.I.; López, E. Trullols; M.P. Callao and I.  Ruisánchez, (2014) Multivariate screening in food adulteration: untargeted 

versus targeted modelling. Food Chemistry, 147, 177-181. 
[2] H.  Schneeweiß, P.Th. Wilrich (2014) A simple method of constructing a confidence interval for the mean probability of 
detection in collaborative studies of binary measurement methods. Accred Qual Assur 19, 221–223.



P-126 
 

DETECTION OF COMMON ADULTERANTS IN RAW MILK BY MID-
INFRARED SPECTROSCOPY AND ONE-CLASS AND MULTICLASS 

STRATEGIES  
 

Carina S. Gondim1,2, Roberto Gonçalves2; Scheila V. C. Souza2, Itziar Ruisánchez1, M. Pilar 
Callao1 

 
1Department of Analytical and Organic Chemistry ,Rovira i Virgili University, Marcel·lí Domingo s/n, Tarragona,43007, 

Spain 
2Department of Food Science,Federal University of Minas Gerais (UFMG), , Av. Antônio Carlos, 6627, Campus da UFMG, 

Pampulha, 31270-010, Belo Horizonte, MG, Brazil  
 

Milk fraud involves the addition of several types of compound from complex  to simple substances. 
The last type is still today the most common because it allows to mask failures in good manufacturing 
practices or to increase the milk volume for greater profit. To reduce the microbial count, preservatives 
such as formaldehyde, hydrogen peroxide and sodium hypochlorite are usually added. To reduce the 
acidity, the most common neutralizers are bicarbonate, carbonate, hydroxide and citrate. To increase 
the milk volume, water is added and to occult this fraud, substances classified as density restoratives 
such as sodium chloride, starch and sucrose are also added [1]. 
 

Classical qualitative tests for detection of common milk adulteration includes independent 
determinations for different analytes, which results in a significant number of tests and large 
consumption of time and reagents, with the consequent generation of waste . To overcome these 
drawbacks in this work it is evaluated the ability to detect simultaneously common adulterants in milk, 
including water, density restoratives, preservatives and neutralizing agents, by classification techniques 
applied to mid-infrared (MIR) data. 
 

The strategy proposed is sequential: in a first step, a one-class SIMCA model from a training set of 
unadulterated samples was established. The goal is to check if the combination of MIR data with 
multivariate classification strategy allows detecting unadulterated samples as belonging to the class 
modeled (fit the model) and detecting adulterated samples as not belonging to the modeled class (do 
not fit the model) [2]. As a result, we will be able to screen which are the adulterants that the model is 
able to differentiate.  
 

In the second step, a screening process was implemented for determining if an unknown sample has 
been adulterated or not with one of the possible adulterants identified in the first step. Therefore, a 
multi-class SIMCA strategy was implemented in which, in addition to the unadulterated samples, 
multivariate classification models are established for each type of adulterant that has been added to the 
samples. At the end, 6 classes have been properly modeled, corresponding to unadulterated samples 
and adulterated samples with one of the 5 common milk adulterants (hydrogen peroxide, sodium 
citrate, sodium carbonate, formaldehyde and starch). 
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Objectives/Hypotheses: Adverse health effects associated with the dietary consumption of lipid 
oxidation products (LOPs), such as cytotoxic/mutagenic aldehydes and their conjugated 
hydroperoxydiene precursors, has recently attracted a high level of clinical interest. Hence, in this 
investigation we have employed a 1H NMR-linked Principal Component Regression (PCR) modelling 
approach to explore relationships between data matrices consisting of (1) aldehydic LOP concentrations 
produced in culinary oils/fats when thermally-stressed according to standard frying practices, and (2) the 
prior saturated (SFA), monounsaturated (MUFA) and polyunsaturated fatty acid (PUFA) contents of 
such frying media (FM), together with the times at which they were heated in laboratory-simulated 
shallow-frying episodes.  
 
Methods: Corn, sunflower, extra virgin olive, rapeseed, linseed, canola and coconut oils, and butter and 
lard, were heated according to laboratory-simulated shallow-frying practices at 180oC, and FM samples 
were collected at time-points of 0, 5, 10, 20, 30, 60 and 90 min. (n = 6 replicates per time-point). 
Aldehydes and FM fatty acid concentrations were determined by 1H NMR analysis (Bruker AV 400 MHz 
spectrometer). The first (dependent) PCR data matrix comprised aldehyde concentration scores vectors 
(PC1* and PC2*), whilst the second (predictor) one involved those arising from the fatty acid 
content/heating time variables (PC1-PC4), together with their first-order PC1-3 x heating time-point 
(PC4) interactions.  
 
Results: Trans,trans- and cis,trans-alka-2,4-dienals, 4-hydroxy-trans-2-alkenals and 4-hydroperoxy-
trans-2-alkenals (phase I aldehydes predominantly arising from PUFA peroxidation) strongly/positively 
loaded on PC1*, whereas n-alkanals and trans-2-alkenals (phase II aldehydes derived from both MUFAs 
and PUFAs, those arising from the former appearing only after an extended time-lag period) 
strongly/positively loaded on PC2*. PCR analysis of these scores vectors (SVs) demonstrated that PCs 
1 (positively-loaded linoleoylglycerols), 2 (positively-loaded oleoylglycerols), 3 (positively-loaded 
linolenoylglycerols) and 4 (exclusively positively-loaded sampling time-points) all powerfully 
contributed to aldehydic PC1* SVs (p <10-6), as did all PC1-3 x PC4 interaction ones. PC2* was also 
substantially dependent on two of the above PC SVs (specifically PC1 and PC2, with PC2’s contribution 

being  ca. twice that of PC1) and their interactions with heating time-point (PC4), but not those of PC3. 
A Q2 value of 0.533 (R2Y = 0.810) was obtained. These results were confirmed by Canonical Correlation 
Analysis of these two sets of PC SVs.  
 
Conclusions: NMR-linked PCR analysis is a valuable strategy for (1) modelling the time-dependent 
generation of aldehydic LOPs in heated FM during standard shallow-frying practices, and (2) 
identification of their parent fatty acid sources therein.   
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In the competitive world market of today, wine industries constantly aim to improve the winemaking 
process, including the role of yeast. Hence, and to determine the contribution of certain yeast to the wine 
aroma, it is necessary to understand their role in the fermentation process, the chemical changes they 
induce and the influence of oenological factors on their growth kinetics. 
The objective of this work is to study the evolution of the aromatic profile of Syrah wine, taking into 
consideration the effect of indigenous and commercial yeasts. Hence, inoculated and spontaneous 
alcoholic fermentations were conducted on the Syrah grape variety from two Lebanese regions: Kfifane 
and Mar Moussa. 
Micro-vinifications were piloted with and without commercial yeast for the seasons 2011 and 2012. 
Samples were taken daily, from the beginning of the vinification until the end of the alcoholic 
fermentation. The extraction of flavors was conducted using headspace solid-phase microextraction (HS-
SPME) and extracted compounds were identified and quantified by gas chromatography coupled to mass 
spectrometry (GC-MS).  
The peak areas for the different compounds detected by GC-MS were exported in matrices and divided 
by the area of the internal standard peak. The resulting matrices were then processed by Independent 
Components Analysis (ICA). 
In this study, the ICA was carried out using JADE algorithm (Joint Approximate Diagonalization of 
Eigenmatrices) which is a standard source separation algorithm [1,2]. Calculation was conducted using 
Matlab R2011b (The MathWorks Inc., Natick, MA, USA) and an extension of the ICA-by-Blocks function 
(Random_ICA_2014) was used to determine the optimal number of independent components (ICs) to 
extract. 
Results led to the identification of critical factors for spontaneous fermentation depending on the 
geographical origin of the grape variety. Thus, low temperatures seem more appropriate for spontaneous 
fermentations for Kfifane grapes, favoring the synthesis of acetates, while the ordinary temperatures of 
fermentations are more suitable for spontaneous fermentations for Mar Moussa grapes, favoring the 
synthesis of higher alcohols floral notes. 
In addition, spontaneous fermentations were distinguished from inoculated fermentations for both the 
Kfifane and Mar Moussa regions. The “terroir” effect is expressed in the variation in the volatiles profile. 

The evolution of volatile compounds in both regions was usually normal without notable features. 
Moreover, no influence of molecules of unpleasant characters was noted. 
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Furan, a possibly carcinogenic compound to humans, and furfural, a naturally occurring aroma 
compound, can be produced in heat-processed foods [1,2]. Therefore, their simultaneous determination 
is important for food safety and quality purposes. Headspace techniques coupled to gas chromatography-
mass spectrometry (GC-MS) are often used to analyze process-induced compounds. Although headspace 
trap (HS Trap) extraction has been recently used for furan quantitation in bread crust [3], this technique 
has not been used for the simultaneous determination of furan and furfural before. This work presents an 
optimal design of experiments (O-DOE) approach using random blocks for the multicriteria optimization 
of HS Trap extraction of furan and furfural from sponge cake for their quantification by GC-MS. A bias 
related to sample preservation was observed during preliminary tests and eliminated in further assays by 
considering it as a blocking factor. A tailor-made experimental plan including four instrumental factors 
(i.e. thermostatting temperature and time, dry purge time, pressurization cycles) and two sample 
preparation variables (i.e. ratio of water and sample weight [dry basis] and total amount [dry basis]), 
considering the blocking factor was designed. Response surface models (P-value <0.0001; R20.974 for 
all models) resulted in the identification of most linear and some quadratic terms and a few second order 
interactions as influencing the extraction of furan, furfural and their internal standards, d4-furan and d4-
furfural. Interestingly, one of the sample preparation variables, namely the ratio of water and sample 
weight (dry basis), showed no effect on furfural extraction, while different profiles for furan and d4-furan 
were observed regarding this factor. A set of optimal conditions for a HS Trap extraction method was, 
for the first time, successfully defined by using the optimal design of experiments methodology and a 
desirability function. 
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Detection of fraud and adulteration involves both economic and food safety issues, thus analysis of 
incoming raw material during routine quality control is crucial for food industry. Cocoa powder has been 
reported as one of the 25 food ingredients most adulterated [1]. Furthermore, recent cocoa powder 
adulterations in Europe have reported samples containing up to a 20% less cocoa compared to values 
claimed on labelling [2]. Cocoa products can be adulterated with a range of substances, including grain 
flours, peanut shell and other materials. Classical analytical techniques for testing cocoa powder, such as 
liquid chromatography or sensory evaluation, are time consuming and complicated. Near-Infrared (NIR) 
spectroscopy offers the advantage of rapid, non-destructive analysis and easier routine operation. In 
addition, a portable device results highly convenient to quality control analysis within an industrial 
environment. 
In this communication, the suitability of a portable NIR analyser (Visum Palm) for detecting cocoa 
adulteration with wheat flour using NIR spectral fingerprinting coupled to multivariate calibration will 
be presented. 
Samples consisted of a set of polyethylene bags (weight of approximately 60 g) with mixtures of cocoa 
powder and wheat flour at different proportions ranging from a 0% to a 100% of cocoa powder with a 
difference of 5% (w/w) between bags. Spectra of the samples were acquired directly through the plastic 
bags with the portable device. Afterwards, chemometric regression models were successfully developed 
and optimized. Best model obtained a calibration correlation (R2) of 0.987, a RMSEC of 3.30 and a 
RMSEV of 3.36 applying Partial Least Squares (PLS). This model was implemented in the portable 
device and a new set of samples were measured, obtaining measurements of the cocoa powder content 
with an accuracy of 3.5%. These results showed the suitability of the Visum Palm device to detect and 
quantify adulteration of cocoa powder applying a PLS correlation model. Furthermore, spectra pre-
treatments applied before PLS successfully solved variations due to geometrical irregularities of plastic 
bags and sample granularity. 
As a conclusion, in the framework of food quality control, the possibility of using spectral fingerprinting 
coupled to chemometrics implemented in a portable device such as Visum Palm for detecting cocoa 
counterfeit was demonstrated. 
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Wine is a highly valued product with excellent sensory characteristics and healthy benefits. But it is 
also vulnerable to different distortions and deceptions [1]. To guarantee the safety and excellence of 
wines, regulatory bodies are more and more interested in developing appropriate analytical procedures, 
based on chemical and sensory evaluations. Wine sensory quality is determined by the perception of 
sensory attributes that are directly related to several chemical compounds. Human taste panels are the 
most common methodology to assess wine sensory quality, but they present some limitations such as 
high costs, subjectivity and lack of reference standards due to the great variability of the products 
(regions and varieties) [2]. For this reason, research is being developed to find more objective and 
robust methodologies, using instrumental analytical techniques based on spectrometric or spectroscopic 
fingerprints and acting as electronic panels [1,2]. The complexity of the wine matrices does not allow 
to find suitable correlations between sensory descriptors and one single instrumental technique; 
therefore, the combination of several techniques is required. 
In this study, an FT-MIR electronic tongue, a headspace-mass spectroscopy (HS-MS) electronic nose 
and UV-Vis electronic eye were combined to predict wine sensory descriptors of 78 red and aged wines 
from the same harvest (2011) and region (DO Priorat). Values for the sensory attributes were provided 
by an expert taste panel. 

 

Figure 1. Determination coefficient (R2) versus root mean 
square error of prediction (RMSEP) for all the models 
built. 

Partial Least-Squares (PLS) regression models using individual instruments and different data fusion 
strategies at low- and mid-level (Figure 1) were built to predict sensory intensity values of nose wood, 
tannin quality and color evolution wine descriptors. The individual techniques were able to acceptably 
predict the sensory descriptors: HS-MS (0.26 RMSEP/0.38 R2 for nose wood), FT-MIR (0.22 
RMSEP/0.42 R2 for tannin quality) and UV-Vis (0.15 RMSEP/0.79 R2 for colour evolution). When 
fusing the data from the different instruments better results were obtained. Nose wood achieved higher 
correlations by combining MS and UV-Vis data (0.25 RMSEP/0.56 R2), tannin quality (0.16/0.70) and 
colour evolution (0.13/0.86) by fusing both MIR and UV-Vis data, with slightly better results in all 
cases when applying mid-level fusion. 
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The Argan tree (Argania spinosa L. Skeels) is a tropical plant and represents the only endemic species of 
the genus Argania in Morocco. Currently, in Morocco the Argan forest covers an area of 840 000 ha 
including the fertile Souss valley region, the foothills of the Anti-Atlas mountains, and the coast region 
between Essaouira and Agadir [1-2]. Nowadays the origins of food are essential for import and export 
trading in order to ensure the traceability for consumers, traders or even food producers. Information 
about food’s origin is necessary to verify its specifications and to guarantee its quality, because foods 

from different origin have distinct qualities [3-4].  
Principal Component Analysis (PCA), and Partial Least Squares Discriminant Analysis (PLS-DA), were 
applied to data of content of the various chemical compound, fatty acid, tocopherols, sterols, or total data, 
to explore their capacity for classification and discrimination of Argan oil (AO), belonging to a Moroccan 
Protected Geographical Indication (PGI) according to their five geographical origins (‘Ait-Baha’, 

‘Agadir’, ‘Essaouira’, ‘Tiznit’ and ‘Taroudant’).A total of 120 samples of PGI AO were analyzed 

between 2011 and 2014 harvests. Firstly, several physicochemical parameters were measured namely 
free acidity, peroxide value, spectrophotometric indices, fatty acid composition, tocopherolsand sterols 
content. The results obtained based on chemical composition indicate that the PCA was able to 
discriminate the samples in five classes. PLS-DA models gave a high prediction and an accurate 
discrimination of the samples from different region based on chemical composition.  
Physicochemical data with chemometric tools can be recorded for the characterization and the quality 
traceability of the Moroccan Argan oils. 
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Competitions that evaluate the sensory attributes of honey are ways for their valuation and 
acknowledgment of beekeepers [1]. Frequently hedonic evaluation by 3-5 panelists (consumers and 
beekeepers) is used in these events and this does not allow statistical test and the results are subjective 
[2]. Free choice profile (FCP) is a sensory technical statistically suitable to analyze data from the 
panelists without training after scaling, rotation and translation of scores applying the generalized 
Procrustes analysis (GPA). [3]. FCP was used to assess sensory attributes of 19 honey samples from 
different floral origins collected by Brazilian beekeepers. Eleven judges employed an average of 19 
attributes to evaluate the attributes of appearance, aroma, flavor and texture. We observed low residues 
of the panelists and GAP-bidimensional solution is shown in Figure 1. 

 
Figure 1. Honey positons in the plane definied by first two dimensions. 

The attributes related to the positive dimensions (F1+ and F2+) and negative (F1- and F2-) and 
mentioned by several panelists promoted the separation of samples. Attributes of brightness and liquid 
appearance, aroma and flavor sweet and smooth texture were correlated with F1+. The samples creamy 
and fully crystallized textures are located in F1- dimension. Brightness, crystallized, transparent 
appearance and honey taste and aroma and smooth, creamy and crystallized textures were correlated 
with F2-. Samples 339, 340 and 341 are liquid, whereas the samples 355 and 337 have aspect pasty. 
Honey appearance and sweet, honey and wax aromas were used to describe the samples 338, 349, 352, 
345 and 351. In honey competition the samples located of F2+ and F2- could be receiving the first and 
second award, respectively because they are associated with positive attributes. Samples in the F1+ 
have smaller award because had few positive attributes. So, the honey competition awards could be 
made on the basis of ratings analyzed mathematically without the subjective intervention of team 
leader. 

References: 
[1] CARI-Central Agriculture Research Institute. http://www.cari.be/medias/.../concours_mielvf2013.pdf. Accessed: 
January, 10 2013. 
[2] M.M González, C., De Lorenzo, R. A. Pérez. Food Science and Technology International, 16, 19 (2010). 
[3] G.B.Dijksterhuis, J.C Gower, Food Quality and Preference, 3, 67 (1992).



P-134 
 

FUNCTIONAL PROPERTIES AND SENSORY ATTRIBUTES OF MODERN 
ARABICA COFFEE CULTIVARS 

 
C.S.G. Kitzberger 1, M.B.S. Scholz 1, M.T. Benassi 2  

 
Área de  Ecofisiologia – Laboratório de Fisiologia Vegetal, IAPAR - Instituto Agronômico do Paraná, Rodovia Celso 

Garcia Cid, km 375 86047-902 - Londrina – PR, Brazil; mbscholz@iapar.br  1 
Departamento de Ciência e Tecnologia de Alimentos, UEL -Universidade Estadual de Londrina, Rod. Celso Garcia Cid 

(PR 445), Km 380 - Caixa Postal 10.011, 86057-970- Londrina- PR, Brazil 2 
 
Positive sensory attributes and coffee contribution to health are decisive factor for commercialization 
and consumption of coffee. Hidrossoluble compounds such as phenolic compounds (PC), caffeine and 
melanoidins show antioxidant activity (AA) and trigonelline as flavor precursor have important role in 
functional and sensorial properties. The number of cultivars and growing conditions of Arabica coffees 
result in different chemical compositions and sensory attributes, which become challenging to combine 
functional and sensory coffee quality. This study aimed evaluation of diterpenes, AA and sensory 
attributes in different modern Arabica cultivars (Sarchimors: IPR 97, IPR104, IPR106, IPR107, IPR108; 

Catuaí SH2SH3: IPR100, IPR101, IPR105; Catuaí x Icatu: IPR102 and Icatu derived: IPR106) develop 

by IAPAR and growing in the same edaphoclimatic conditions. Hidrossoluble compounds were 
evaluated by HPLC while AA by ABTS, Folin Ciocalteau and conjugated dienes methods 1, 
melanoidins by spectroscopy method 2. Free Choice Profile 3 analysis was used to describe sensorial 
attributes employed the Generalized Procrustes Analysis (GPA). Principal component analysis (PCA) 
was used to simultaneously assess the composition characteristics and AA, and was used to characterize 
different arabica coffee cultivars (Fig 1a). Conditions and processes postharvest were standardized, so 
functional and sensory properties are mainly attributed to genetic diversity. IPR97, IPR100 and IPR101 
cultivars had higher AA by TEAC and dienes than the others cultivars. IPR 102, IPR104, PR105, IPR106, 
IPR107 and IPR108 cultivars showed high F-C. Sarchimor ana CatuaíxIcatu derived have higher values 
of trigonelline and 5-cafeoilquinic acid (5-CQA). Beverages of IPR100, IPR101, IPR105 and IPR106 
cultivars showed positive attributes such as coffee color, turbidity, coffee, chocolate and sweet aromas, 
bitterness and fullbodied texture. IPR102, IPR104, IPR107 and IPR108 presented negative and positive 
attributes, while IPR97 showed attributes related to immature beans (Fig. 1b). Among modern cultivars, 
IPR100, IPR101, IPR105 and IPR106 showed high levels of nicotinic acid, caffeine and melanoidins and 
positive sensory attributes and higher AA, showing desirable functional properties and sensory attributes 
in the same cultivar. So, this study through multivariate analysis (PCA and GPA) its possible to 
demonstrate the existence of cultivars that dispense blends to obtain coffees which contain high quality 
sensory and many great health benefits.  

  

Figure 1. a) Biplot of the first-two PCA, b) Consensus configuration of coffees from Mandaguari. 
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Over the past years, the complexity of analytical samples to be analyzed is increasing in many applied 
research fields, such as environmental, health and food analysis. Liquid chromatography is often the 
analytical method selected for the analysis of these samples, due to its ability to resolve complex 
mixtures. However, one-dimensional liquid chromatography is often not capable of separating all the 
constituents present in these complex samples. Comprehensive two-dimensional liquid chromatography 
(LCxLC) appears to be a more powerful alternative to achieve a better separation. [1] Although LCxLC 
provides better peak capacity than one-dimensional LC, there is still the possibility that some of the 
constituents of the samples remain unresolved. In this work, an MCR-ALS based strategy is proposed to 
obtain a complete resolution of LCxLC-MS data. Furthermore, the possible use of trilinear models for 
the resolution of this type of data is studied. MCR-ALS results are compared with other chemometric 
methods suitable for three-way data sets, such as PARAFAC and PARAFAC2. [2] The proposed 
strategies were tested in the analysis of two experimental data sets. 
 
The first data set corresponded to the analysis of triacylglycerols (TAGs) in corn oil samples. Although 
LCxLC-MS provided a rather good separation of TAGs, there were still some constituents showing 
unresolved co-elutions. In some cases, these compounds could be differentiated using the vendor 
software based on the differences in MS signals, but the distinction of TAGs positional isomers, such as 
PLO/POL, was unattainable. Application of the MCR-ALS based strategy to LCxLC-MS data allowed 
the successful resolution of all the components in corn oil samples, including TAGs positional isomers. 
The second data set corresponded to a non-targeted metabolomic study of rice growth. The complexity 
of the analysed rice samples and the fact that there was no prior knowledge of what metabolites they 
contained made very challenging the achievement of a complete resolution of them. Using a multisample 
column-wise augmented data matrix strategy, MCR-ALS resolved the elution profiles and mass spectra 
of the different metabolites and allowed their rapid identification using on-line libraries. 
 
Results achieved in this work confirmed that the separation power of two-dimensional chromatography 
can be significantly improved when it is combined with chemometric methods. Moreover, among the 
applied methods, MCR-ALS showed the best data resolution, giving the best values of lack of fit (LOF) 
and percentage of explained variance (R2).   
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One of the main problems that limit the use of the model-free analysis methods, like positive matrix 
factorization (PMF), for the resolution of multivariate data is that usually, there is rotational ambiguity 
in the result: different solutions (factors) provide equally good fits to the measured data. The PMF model 
imposes non-negativity of both source profiles and source contributions in order to reduce the rotational 
problem. However, such constraints are generally insufficient to ensure a unique solution [1]. The new 
version of EPA's positive matrix factorization (EPA PMF) software, 5.0, includes displacement (DISP) 
of factor elements as a error estimation method for analyzing factor analytic solutions. This method 
captures the uncertainty of PMF analyses due to rotational ambiguity. DISP diagnostics are consistently 
robust, indicating its use for understanding rotational uncertainty and as a first step in assessing a 
solution's viability [2]. To demonstrate the utility of the DISP method, results are presented for the 
submicron particles (12–470 nm), measured between January 2008 and December 2013 at New York 
State Department of Environmental Conservation (NYS DEC) site in Rochester, NY. The particle 
number size distribution (PNSD) of airborne particles not only provides us with information about 
sources and atmospheric processing of particles, but also plays an important role in determining regional 
lung depositon and dose [3]. 

Besides the PNSD, some gaseous species and black carbon (2 wavelenghts) have been measured in this 
study. Thus, the effect of adding these species in size distribution data as new variables could be 
investigated on DISP results. Generally, informative variables can improve accuracy and precision of 
resolving process. In special cases when the new added variables introduce the selective sensors or 
windows to the data, unique resolution of one or more profiles and contributions is possible [4]. The 
results of the DISP-PMF showed the effect of adding new variables on extents of rotational ambiguities, 
which were decreased significantly. This is an evidence for “data based uniqueness”.  
Clever choosing the new variables for achieving more accurate resolution of environmental data by 
moderately high numbers of factors (such as 7 in this case), can be investigated systematically. 
Displacement method can estimate rotational ambiguity during step by step adding the new variables. 
Regarding environmental data and PMF results, finding informative variables will be useful. In this case, 
it is possible to get more robust results, with lower rotational uncertainty, that are more easily interpreted 
and can be used in a subsequent study  of the potential changes in myocardial infractions (heart attacks) 
and fetal growth restriction (low birth-weight babies) for different periods of large change in energy use 
and resultant emissions. 
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 The general objective of the present work was the development of methods based on green-
analytical chemistry principles for the quantification of organic pollutants in complex samples [1,2], by 
coupling liquid chromatography, multivariate detection and chemometrics data processing [3]. 
 Liquid chromatography with dual UV/diode array (DAD) and fluorescence (FLD) detections 
was carried out in a single run, and the second-order DAD-elution time and FLD-elution time data 
obtained were treated with MCR-ALS (multivariate curve resolution/alternating least-squares) 
algorithm [4]. In this way, while analytes are measured through their more appropriate (absorbance 
and/or fluorescence) signals, chemometric treatment of the corresponding matrices allows the 
resolution of total or partial overlapped bands, and to overcome the presence of interferences in real 
samples. 
 The two investigated systems involved emerging contaminants belonging to plastics derived 
endocrine disruptors (bisphenol A, nonylphenol, octylphenol, diethyl phtalate, dibutyl phthalate and 
diethylhexyl phthalate), and ten agrochemicals of frequent use, namely fungicides, herbicides, 
insecticides and a plant growth regulator. The former were investigated in both soft and alcoholic 
beverages (mineral water, soda, juice, wine and beer) while agrochemicals were quantified in land 
cultivated vegetables, including mushroom, lettuce, alfalfa sprout, cucumber, and celery. 
 The particularities of each investigated system and the differences in the corresponding data 
treatment are presented and discussed. 
 The coupling of chromatographic approaches with second-order chemometric calibration allows 
us to considerably simplify the sample pretreatment and to significantly reduce the analysis time, 
resulting in analytical green methods that favorably compare with those usually employed in complex 
systems such as the ones here investigated. Low detection limits were achieved, even in the presence of 
partially overlapped chromatographic and spectral bands among analytes and potential interferents. The 
detection capabilities allow one to monitor the presence of the analytes in natural samples complying 
with international regulations. 
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A recurrent issue in Chemometrics is the recognition of variables in complex chromatograms. 

This problem is normally addressed by aligning; however, the real problem is not alignment but 
recognizing the signals produced by the same sources of variance, i.e. the same analytes. Protein 
digestion with trypsin leads to rather complex mixtures of peptides and therefore also to very complex 
chromatograms. Further, the presence of many peaks over the detection limit in a number of 
chromatograms and down the limit in others makes alignment methods based on correlation to fail. In 
this work, a recognition method for peptide peaks was developed and applied to enzyme class prediction 
after trypsin digestion. The information was preprocessed not by alignment but using direct peak 
recognition of the peptides. The enzymes were digested with trypsin, followed by liquid chromatography 
of the peptides with UV-Vis detection at three wavelengths. The training set was constructed with 
enzymes of three classes, namely proteases, amylases and cellulases, belonging to industrial enzymes 
that are usual components of cleaners [1, 2].  

The peaks were identified using the following six peak identifiers: peak reduced retention time 
(established according to the trypsin peaks), relative area (percentage of total peak area for the recording 
at 214 nm), peak base width, peak high ratio at different wavelengths (260/214 nm and 280/214 nm) and 
asymmetry. After peak collection, and baseline modelling and subtraction, multiple comparisons at the 
local level between the chromatograms of the training set led to the construction of 3rd order tensors 
containing the peaks recognized as common to two or more than two chromatograms, as well as those 
not recognized as belonging to at least two chromatograms. To accept a recognized peak, a requirement 
was that the peaks should be recognized as the same when target and sample were reversed, i.e. in the 
comparison of chromatogram A with B and vice versa. Another requirement was to reach a minimum 
score for the weighted sum of the identifiers. In each comparison, scores were given to the peak 
candidates according to the ranked distances between the identifiers of the target peak and those of the 
candidates. Further, the identifiers were weighted, thus, a high weight was given to the height ratios at 
260/214 nm and 280/214 nm, which are related to the percentage of aromatic amino acids in the peptides. 
The rows of the third order tensors were the chromatograms, the columns were all the peaks, including 
those not recognized as common to at least two chromatograms, and the entries were the vectors of the 
identifiers. Using the final tensor representing the whole training set to feed the SPSS data editor, an 
excellent LDA classification of the enzyme classes of the training set was achieved. The model was 
refined by using the peaks identified as the same in several chromatograms, and/or with higher scores, 
as nodes to shift the chromatograms before repeating the peak identification procedure at local level. 
Another refinement was to rank the chromatograms according to the proximity to the class centroids to 
select the targets. 
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Aim: Development of local Quantitative Structure-Retention Relationships (QSRR) models for 
chromatographic retention prediction of peptides on 7 chromatographic systems, based on small 
calibration sets and calculated molecular descriptors. 
 
Method: Retention data of 98 peptides for 7 Reversed Phase Liquid Chromatography (RPLC) systems 
are taken from Ref. [1]. Low retention times, which are situated nearby the dead time (t0), were 
eliminated. For the peptides, molecular descriptors are calculated with Dragon 6.0. All other 
calculations were made in Matlab 12.0. The data set was split in a training set and a test set, using the 
Kennard and Stone algorithm with software from the ChemoAC Toolbox. 
FCAM variable selection [2], based on the absolute values of the PLS regression coefficients, REG, is 
carried out with autoscaled X data and mean-centered y data. The set of variables, corresponding to the 
minimum in the graph of RMSECV vs. the number of remaining variables, is used for the selection of 
the calibration samples to develop the local PLS models. 
First, for each test sample individually, the two most similar training samples are determined, based on 
the Euclidean distances between the test sample and all training samples. A local PLS1-model is built 
with the two training samples, and the retention time of the test sample predicted. Then, the RMSEP is 
calculated, using the predicted retention times of all test samples. This procedure is repeated for the 3, 
4, …, 15 most similar training samples. The optimal number of most similar training samples for the 
development of local models corresponds to the minimal RMSEP value, see Fig. Left for one RPLC 
system. For this optimal number of most similar training samples, predictions are made for all test 
samples (see Fig. Middle) and a histogram is made for the errors in the retention times, see Fig. (Right). 

  
Conclusion 
The results for the 7 chromatographic systems show that local PLS1 models with good predictive 

abilities can be built with two to four training samples. 
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Chrysobalanus icaco leaves are traditionally used in Brazil as a hypoglycemic. This pharmacological 
activity has already been experimentally proved [1]. However, the biosynthesis of secondary 
metabolites are frequently affected by environmental conditions and variations in the total content 
and/or of the relative proportions of these compounds can take place [2] and alter the desired 
therapeutic effect. In this context, this work aims to study the effect of seasonality in UPLC fingerprints 
of C. icaco by chemometrics and to assess the soil fertility results. Twenty-two batches of wild C. icaco 
leaf and their soil samples were collected in the wet and dry season from 14 different cities in the 
northeast of the state of Pará (Brazil). The fingerprint analysis was performed on a Waters Acquity 
UPLC with photodiode array (PDA) detection acquiring at 273 nm. The hydroalcoholic extracts (70% 
v/v) (triplicate) were separated on an Agilent Zorbax Eclipse XDB-C18 (2.1 mm × 50 mm, 1.8 μm) 
column with a gradient mobile phase consisting of solvents A (1% aqueous formic acid, v/v) and B 
(acetonitrile). The flow rate was 0.3 mL/min and injection was 1 L. Data files were converted to 
ARW files using Empower software (Waters), transferred to Excel® and input into Matlab® for peak 
alignment and chemometric analysis, by Principal Component Analysis (PCA). Correlated Optimized 
Warping (COW) [3] was used to accurate alignment of chromatograms. Then, the chromatograms were 
normalized and mean centered. Principal Component Analysis (PCA) was applied to evaluate the effect 
of seasonality in UPLC fingerprints of C. icaco samples. The first three PCs represent 80.01% of the 
total variance (PC1 = 42.56%, PC2 = 26.85% and PC3 = 10.60%). Examining the space defined by 
scores of first and second PCs, most samples of the same origin tends to cluster itself near. Indeed, 
some of C. icaco samples were located on the positive and negative side of PC2 axis separated like wet 
or dry season sample. Regarding soil chemical analysis, the macro elements (N, P, K, Ca and Mg) were 
analyzed quantitatively and it was observed that the higher potassium concentration determine the 
location of the C. icaco sample more negative in PC2 axis. The variables accounting for these 
separations were identified from the PC2 loadings plot. The results evidence that C. icaco samples 
from different geographical origin and harvested in the wet and dry season have varied the UPLC 
fingerprints. This approach should be refined to enable real and thorough understanding of plant 
interaction with the environment. 
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The extraction is a difficulty to overcome in order to access the metabolome. Several approaches have 
been applied, mainly using the number of chemical features as optimization goal. However, these 
analyses may lack reliable data-handling methods. Thus, this study aims developing extraction and 
fractionation methods to access the alkaloids metabolite profile of P. nemorosa, a source of 
multifunctional indole alkaloids (IAs). Leaves of P. nemorosa were collected in Blumenau/SC, Brazil 
and dried, milled, and sieved. Based on earlier results, ultrasound assisted extraction was selected as 
extraction method. The alkaloid fraction was obtained by standardized liquid-liquid extraction (LLE), 
and analyzed by means of UPLC-DAD. In a first part, the extraction procedure was optimized, using a 
fractional factorial screening design (SD) to evaluate the significance of five factors: A) plant:solvent 
ratio (1:10 or 1:50, m/v), B) number of extractions (1 or 3 times), C) temperature (25 or 50 °C), D) time 
(10 or 60 min) and E) particle size (> 710 or ≤ 180 µm) on the Euclidean distance (d) between the profile 
and a blank chromatogram, and on the metabolite fingerprints. Distance d was used to quantify the 
dissimilarity between a blank and a fingerprint. Critical effects were estimated by Dong’s algorithm. For 

optimization, temperature (X1, 31-59 °C) and time (X2, 24-66 min) were selected and examined via a 
central composite response surface design (RSD). Heights of important peaks, previously indicated by 
SD, were used as responses. In a second part, as an alternative to LLE, solid phase extraction (SPE) 
method was proposed, and the influence of XI) sample concentration (50-250 mg/mL), XII) % acetonitrile 
in dichloromethane (0-100%) and XIII) eluting volume (10-30 mL) were optimized in a second RSD 
(Box-Behnken) using sum of peak areas as response. SD analysis indicated that both E and A*D 
significantly affected the fingerprints dissimilarity, measured by d. To have detailed information how the 
factors affect the fingerprint, effects were calculated per time point and a critical effect (+ and -) was 
used as limit for graphical inspection. It was possible to detect thermo-labile peaks and to select these to 
be monitored in RSD optimization. X1 and X2 effects on the height of six peaks were modeled. Increasing 
X2 resulted higher peaks, although at higher X1 levels this effect was limited. For X1, some peaks in the 
fingerprint were best extracted at low values (35-45 °C), while others were best at higher levels. To avoid 
compounds degradation, X1 was set at 45 °C and X2 at 65 min. For SPE fractionation, it was observed 
that XI did not significantly affect the total area. However, XII, XIII, the quadratic terms XI

2 and XII
2 and 

the interaction XII*XIII had significant influence on the response. Based on contour plot analysis, XI was 
set at 150 mg/mL, XII at 30%, and XIII at 30 mL. Summarized, d and metabolite fingerprint analyses gave 
relevant responses for accessing IAs of P. nemorosa, allowing to develop reliable extraction and 
fractionation methods, avoiding degradation and decreasing time and amounts of solvent spent. 
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Healthcare regulatory bodies (e.g. World Health Organization, European Medicines Agency, Food and 

Drug Administration, diverse Pharmacopoeias) allow a wide range of tools for identification and quality 
control of herbal medicines. Several of these tools include chromatographic analysis, which provides 
information on a multitude of sample compounds, and thus can be considered as fingerprinting. 
Nowadays fingerprints are accepted by the above mentioned institutions as tools to monitor the quality 
of herbal medicines.  

Since fingerprints are composed of a multitude of measured points per sample, multivariate data 
analysis techniques are the tools of choice to extract the desired information. Linear or Quadratic 
Discriminant Analysis (LDA or QDA) and Soft Independent Modelling by Class Analogy (SIMCA), 
have been shown to provide satisfactory classification and discrimination using herbal chromatographic 
fingerprint data [1].  

Similarity between fingerprints has been studied by Alaerts et al. [2] and warning and control limits for 
similarity parameters between pairs of fingerprints were defined. Among other similarity parameters, the 
Euclidean (d) was considered in the context of the identification of green tea samples and seemed to 
contain valuable information for identification purposes. The aim of our study was to explore the use of 
d to distinguish several groups of samples.  

A data set, consisting of three types of Curcuma samples -i.e. 32 C. longa rhizoma, 29 C. rhizoma 
(different C. species possible) and 32 C. radix samples (different species possible, including C. longa)- 
was studied for this purpose. Duplicate analyses were performed per sample, applying the same 
chromatographic conditions. Chromatograms were aligned by means of Correlation Optimized Warping. 
Samples were split per type in a calibration and a test set applying a duplex algorithm on their averaged 
(n=2) fingerprints. Distribution of the calibration and test set fingerprints was evaluated by means of 
Principal Component Analysis (PCA). The d’s between each pair of fingerprints were arranged in a 
matrix D. To estimate warning and control limits for a certain Curcuma type, the d’s from its calibration 
set were extracted from D, resulting in submatrices DC. longa, DC. rhizoma and DC. radix. The off-diagonal 
elements  of each submatrix were used to estimate upper and lower warning and control limit values for 
d of each Curcuma type. The calibration and test set fingerprints of all Curcuma types were compared to 
the warning and control limits of each Curcuma type.  

Based on their behavior relative to the warning limits of the three classes, outliers could be identified 
and removed, and unknown samples could be assigned to a given class. The quality of the Euclidean 
distance based classification was quantified using the correct classification rate, and was found 
comparable to LDA and QDA and even better than SIMCA results. 
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Painted artworks undergo alteration under different scenarios, particularly in outdoor conditions, 
leading to changes in physico-chemical, mechanical and thus visual attributes. The main factors 
affecting paintings´ weathering are environmental parameters such as ultraviolet light (UV)[1], relative 
humidity (RH), temperature (T), or urban atmospheric pollutants (both particulate matter and gases) [2]. 
However regarding these latter determinants, there are relatively few studies that have examined the 
effects of urban air  (atmospheric aerosols) on the pigment-binder interactions that take place in real 
and/or model paint samples (i.e. paint dosimeters)[3].  This work shows the results of micro-Raman data 
treated with Principal Component Analysis (PCA)[4] on paint dosimeters subjected to an accelerated 
UV ageing test and a natural ageing test, i.e. outdoor exposure to an urban atmosphere.   
 
To this end, paint dosimeters were prepared according to medieval paint recipes mixing calcite 
(different crystal sizes) with egg yolk binder to mimic real paintings. Several paint layers of each 
binary paint mixture were applied on glass slides, which subsequently were exposed to the above-
mentioned natural and accelerated ageing tests. Then, Raman spectra were collected from the blank 
paint dosimeters, the UV-aged samples at 1 month, and the naturally aged samples at 6 and 12 months 
of outdoor exposure. The Raman spectra were subjected to baseline subtraction, as well as to several 
types of pretreatments such as mean cantering, first derivative calculation by applying the Savitzky–

Golay algorithm, and standard normal variate, as well as their combination. Afterwards PCA was 
applied to the Raman data. matrix by using spectral Raman regions containing relevant information, i.e. 
from 100 to 1800 cm–1 and from 2600 to 3800 cm–1. Multivariate analysis of spectra proved to be an 
excellent tool to assess changes in the naturally and artificially aged paint dosimeters. The loadings and 
score plots indicate that Raman spectra of blank, UV and naturally aged paint samples clearly separate 
in different clusters.  
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Over the last years, it has been demonstrated that the increase of multiway data dimensions has a positive 
impact on analytical figures of merit, e.g. higher sensitivity, lower limits of detection and quantitation, 
better selectivity, among others. First- and second-order data analyses have become excellent tools for 
the resolution of complex samples which would result experimentally challenging from the univariate 
calibration standpoint. On the other hand, even though no additional analytical advantages have been yet 
proved, third-order data analysis for analytical applications constitutes a field worth to be explored [1].  
Although multidimensional instrumental signals are easy to be obtained with the available modern 
instrumentation, and several chemometric algorithms have been successfully developed to solve multi-
way data problems, the way in which the multi-way data are generated may have a significant effect on 
the final results. In this work, a comparative study of different third-order data generation approaches 
was carried out. Three methods based on identical liquid chromatographic conditions but coupled to 
different emission and excitation fluorescence detection systems were developed for the quantitative 
analysis of antibiotics in aqueous matrices.  
The first approach included the collection of several fractions at the end of the chromatographic 
procedure by means of a custom-built device that allows to collect fractions in a 96-wells ELISA plate. 
Then, emission and excitation spectra were registered for every fraction by using a spectrofluorometer 
equipped with a plate reader accessory coupled to an optical fiber and a gated photomultiplier. In this 
way, 25 emission-excitation matrices (EEM, size: 17×25) were obtained for each chromatographic run. 
[2] A second strategy was developed by using a 10 µL flow-cell connected at the end of the 
chromatographic instrument and placed in a fast-scanning spectrofluorometer. Here, it was possible to 
register sequential EEMs for a unique chromatographic run. Since the fast-scannig spectrofluorometer 
takes only few seconds to register each EEM, it was necessary neither to stop the chromatographic flow 
nor to collect fractions after the chromatographic procedure, and 25 sequential EEMs (size: 7×45) were 
obtained for each chromatographic run. Finally, a multi-chromatographic run method involving a liquid 
chromatographic instrument coupled to a fast-scanning fluorescence detector which allowed to register 
time-emission fluorescence data matrices in a specific spectral range at a fixed excitation wavelength 
was developed. In order to build excitation-emission data matrices, eight chromatographic runs at 
different excitation wavelengths (time-emission matrix size: 45×150) were required for the same sample.  
The three methodologies aforementioned were evaluated using different algorithms, such as PARAFAC, 
APARAFAC, PLS-RTL and MCR-ALS, and selectivity, sensitivity, robustness, and time processing 
were evaluated. Since the data generation was different, each methodology required a particular data pre-
processing including smoothing, peak alignment, and baseline correction, among others. Furthermore, 
due to differences in sensitivity provided by the implementation of a variety of detection mode it was 
necessary to assess several sample preparation methods in order to reach good analytical figures of merit. 
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Azinphos-methyl (AZM) is a widely used organophosphate insecticide and acaricide, with demonstrated 
negative impacts on the environment [1]. The weak natural fluorescence of AZM in aqueous solution 
can be enhanced in a variety of ways, including UV photolysis, inclusion into cyclodextrins, and base 
hydrolysis. Upon absorption of UV-A radiation, this molecule undergoes photolysis to the highly 
fluorescent compound N-methylanthranilic acid, which undergoes subsequent photolysis to 
photochemically stable products [2]. 
Four-way data generated by excitation-emission fluorescence matrices (EEFMs) measured as a function 
of reaction time can be modelled with appropriate higher order algorithms to achieve the second order 
advantage and improve both the selectivity and sensibility of the method. 
In this work, we developed a fluorescent kinetic method for the determination of AZM in fruit samples. 
It is based on third-order data, obtained by measuring the time evolution of the EEFMs of the photolysis 
of AZM in alkaline medium.  
The experiments were carried out with an instrument consisting in an optic fiber connected to an UV 
radiation source, coupled to a fluorescence spectrophotometer. The matrices were recorded in a quartz 
cell of 1 cm of path length. The readings were made in the excitation range of 220 to 320 nm every 5 nm, 
and emission from 320 to 500 nm every 5 nm at a scan rate of 24,000 nm min-1. EEFMs were measured 
every 30 seconds for six minutes, thus having 21 × 33 × 13 data points. 
Calibration and validation sets, consisting in five concentration levels of AZM each, were analyzed. The 
validation samples were prepared by adding fuberidazole, bitertanol and thiabendazole as uncalibrated 
interferences. Data modelling was performed with the algorithms MCR-ALS, PARAFAC and U-
PLS/RTL. Relative error prediction and analytical figures of merit were calculated. The results obtained 
were similar for the three algorithms. 
The method was further used for the quantitation of AZM in apple, pear, peach and plum. For this 
purpose, the standard addition calibration method was used in order to overcome matrix effect, which 
involved spiking three levels of AZM standard to the real samples. The sample preparation procedure 
consisted in an extraction with acetonitrile followed by dispersive liquid-liquid microextraction. 
Recoveries and figures of merit were also calculated for real samples. 
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Some Psychotria plants are used by Amazon Indians to prepare Ayahuasca, a hallucinogenic beverage. 
In addition, some tribes from Middle America use Psychotria species for the treatment of dementia. In 
fact, our research group has demonstrated the modulatory action of Psychotria alkaloid fractions and 
isolated compounds on enzymes related to neurodegenerative disorders. One of these species is 
Psychotria nemorosa, which displays prominent inhibitory activity on butyrylcholinesterase (BChE) and 
monoamine oxidase-A (MAO-A). As a strategy to indicate potential multifunctional indole alkaloids, a 
chemometric approach was used in this study. Forty three samples of P. nemorosa leaves, collected in 
different Brazilian regions, were submitted to ultrasound assisted extraction. In order to obtain an 
alkaloid enriched fraction, the solid-phase extraction technique was used. The fractions were analyzed 
by means of UPLC-DAD and assayed for their BChE and MAO-A inhibitory potencies. The IC50 ranged 
from 2.8 to 74 µg mL -1, and from 1.0 to 18.3 µg mL-1, respectively. The chromatographic fingerprint 
data was first aligned using correlation optimized warping and Principal Component Analysis was 
applied to explore the data structure. Linear multivariate calibration techniques, namely Partial Least 
Squares (PLS) and Orthogonal Projections to Latent Structure (O-PLS), were evaluated for modelling 
the activities as a function of the fingerprints. The regression coefficients from PLS modelling were very 
noisy, making the regression coefficients plot interpretation and indication of potentially active peaks 
difficult. On the other hand, the O-PLS model demonstrated lower error (RMSECV = 9.3 and 3.3 for 
BChE and MAO-A, respectively), and an improvement in the interpretability of the regression 
coefficients was seen. Plotting these regression coefficients relative to the original fingerprints, four 
peaks were indicated as multifunctional compounds, with the capacity to impair both BChE and MAO-
A activities. In order to confirm these results, a semi-prepHPLC technique was used and a fraction 
containing the four peaks was purified and evaluated in vitro. It was observed that the fraction exhibited 
an IC50 of 2.12 µg mL-1 for BChE and 1.07 µg mL -1 for MAO-A. These results reinforce the prediction 
obtained by O-PLS modelling, confirming these four compounds as multifunctional indole alkaloids. 
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Fluorescence excitation-emission matrix (EEM) combined with parallel factor analysis (PARAFAC) was 
used for charatcterising and assessing changes in dissolved organic matter (DOM). Fluorescence analysis 
were carried out in an ultrafiltration (UF) stage at a Drinking water treatment plant in the Barcelona area. 
The excitation-emission matrices were further decomposed into individual components using PARAFAC 
and a model of three components was obtained. According to literature, the regions were related to 
protein-like, humic-like and microbial by-products.  
 
Water streams feeding the UF stage showed high variability among the identified organic components, 
being particularly significant when groundwater was filtered as compared to sand filtered water from the 
river. Permeate streams showed little rejection in organic matter due to ultrafiltration. Moreover, the 
backwash stream did not show a significant increase in organic matter either. A principal component 
analysis (PCA) was performed in the backwash stream and the scattering regions of the samples exhibited 
a high content in particulate/colloidal matter.  
 
A lab-scale investigation was also conducted to correlate the water quality with membrane performance 
upon filtration. Different water sources were tested, including synthetic solutions of humic acid (HA) 
and bovine serum albumin (BSA). The results identified both humic-like and protein-like components as 
significant membrane foulants. Fluorescence spectroscopy was proved to be a succesful tool to monitor 
changes in organic matter and could be implemented in the future to anticipate fouling events. 
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Protozoa and metazoa communities in wastewater treatment plants (WWTP) are known to be dependent 
of the system itself (conventional activated system – CAS, oxidation ditch – OD, trickling filter – TF, 
etc.) and of working operational parameters (incoming effluent, dissolved oxygen, nitrification, hydraulic 
and sludge retention times, transient phenomena, etc.) [1,2]. Thus, for similar systems operating in 
comparable conditions it is expected to find the same protozoa and metazoa communities whilst differing 
from dissimilar WWTP. As such, the study of the protozoa and metazoa biota has already been employed 
for assessing the functioning of AS systems [3]. 
In the current study the protozoa and metazoa communities of three different types of WWTP, comprising 
one OD, four TF (TF1 to TF4) and three CAS (CAS1 to CAS3) reactors, were determined for each 
system characterization. Therefore, the metazoa contents, as well as the main protozoa groups (crawling, 
free-swimming and sessile ciliates, testate amoeba and flagellates) were determined in terms of contents 
and relative abundance. The collected data was further processed by principal components analysis 
(PCA) and the three first principal components (PC1, PC2 and PC3) were subsequently used for the 
overall characterization. 
The obtained PC1 and PC2 results allowed to clearly individualize the related biota groups in different 
quadrants (testate amoeba and metazoa, linked to nitrification and high sludge retention times – SRT, in 
the up-left; swimming ciliates and flagellates, linked to transient phenomena, deficient aeration or low 
SRT, in the up-right; and sessile and crawling ciliates in the down-right quadrant). Furthermore, it could 
be found a clear division of the OD, CAS1 and CAS3 systems (in the left quadrant) regarding the four 
TF and CAS2 systems (in the right quadrant). This is in accordance to the fact that the OD is a extended 
aeration system, CAS1 presented high SRT (around 40 days) and CAS3 high nitrification abilities, thus 
leading to high contents (and correspondent relative abundance) of testate amoeba and metazoa. Given 
the high nitrification ability of CAS3, testate amoeba clearly predominated in that system leading to a 
clear distinction in the PC plot regarding CAS1 and OD. On the other hand, TF and CAS2 systems 
presented higher contents on flagellates and ciliates species, and were thus allocated towards the right 
quadrant. Furthermore a clear distinction could also be found between TF (with noticeable contents of 
flagellates and swimming ciliates) and CAS2 (high sessile and crawling ciliates contents). On the 
contrary, the four studied TF reactors appeared grouped together due to the fact that all belong to the 
same WWTP, and presented, to a given extent, similar operational conditions.  
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Multivariate curve resolution-alternating least squares (MCR-ALS) was extended to the simultaneous 

analysis of multiple data sets from different instrumental techniques from a detailed study of the kinetic 
photodegradation of mycophenolic acid (MPA) in environmental sample matrices. MPA is an 
immunosuppressant drug widely used to prevent a rejection in organ transplant treatments, normally at 
kidney. It is a non-competitive, selective and reversible inhibitor of inosine monophosphate 
dehydrogenase (IMPDH), an enzyme needed for the growth of lymphocytes, and responsible for the 
immune response of the body against external agents [1]. Nowadays many classes of drugs are being 
detected in wastewaters, after their excretion from human body (by urine and faeces), and due to their 
incomplete removal in wastewaters treatment plants, water quality is affected [2]. No previous evidences 
about the degradation of MPA in environmental sample matrices have been reported.  

In this work, the effect of some 
parameters, like pH, on the stability of the MPA 
drug exposed to stressing irradiation 
conditions have been study. 
Photodegradation experiments (figure) were 
performed according to International 
Conference on Harmonization rules [3]. 
Concentration profiles of all the species 
involved in the photodegradation process as well as 
their pure spectra were resolved by MCR- ALS, 
and kinetic rate constants were estimated.  
Experiments with different light sources (UV 
low-pressure mercury vapor lamp with a maximum of emission at 253.4 nm and a power of 15 W and 
sunlight simulator SUNTEST at several irradiation power) and pH values in the range 3 – 11 were 
investigated. Results of the MCR analysis explained the mechanism of the photodegradation process and 
provided the kinetic profiles of the photoproducts, together with their pure spectra and allowed the 
evaluation of their rate constants.  
Photodegradation profiles in the applied conditions showed different degradation rates, with the 
formation of three different photoproducts. Degradation in the SUNTEST cabinet sunlight simulator was 
slower than the degradation in a reactor with a mercury lamp. 
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An advanced and powerful chemometric approach is proposed for the analysis of multiset data 

obtained by fusion of coupled liquid chromatographic DAD/MS data with UV spectrophotometric data 
from the degradation experiment of tamoxifen (TAM) in solution and in environmental matrices.  

The occurrence of this drug in environmental sample matrices has increased considerably in the least 
years because of its frequent use to treat some types of breast cancer in men and women [1]. Despite the 
physico-chemical properties of TAM, such as its low water solubility, this drug may enter easily into 
different environmental compartments [2]. The sensitivity to light of tamoxifen is well known, but its 
photodegradation profile and photoproducts have not been studied yet. 

In this work, the tamoxifen drug was irradiated in a light cabinet SUNTEST, at 400 W/m2, according 
to the International Conference on 
Harmonization rules [3]. The effects of 
temperature alone and of a combination of 
light and temperature were also 
investigated. Degradation profiles were 
monitored by UV spectrophotometric 
detection (figure) and aliquots at different 
reaction times were further analyzed by HPLC 
DAD/MS.  

The Multivariate Curve Resolution-
Alternative Least Squares (MCR-ALS) 
method was applied to describe the drug 
photodegradation process. This strategy involved the simultaneous analysis of multiple experimental data 
sets from different analytical platforms, including UV spectrophotometry and DAD/MS-
chromatography. Resolution of  the obtained multiset data allows the simultaneous description of the 
kinetic degradation process of this drug and the MS identification of the products formed after  
temperature and light exposures. 

According to the literature [2] and to preliminary MCR-ALS results, the degradation process will 
include the formation of a photoproduct due to the isomerization reaction of the pure compound and 
subsequently, the cyclization of both, the pure compound and the isomer, respectively.    
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The concentration of β-hydroxy-dodecanoic (C12) and β-hydroxy-tetradecanoic (C14) acids can be 
determined by HPLC coupled to triple quadrupole mass spectrometer for the quantitative determination 
of lipopolysaccharide in ATCC Gram-negative strains: the analysis of different bacterial strains showed 
that samples contain C12 and C14 acids in variable ratio, and that the sum of their concentrations showed 
a significant correlation of with results of LAL-test [1]. The objective of the present experiment was to 
measure the concentration of C12 and C14 in samples of airborne particulate matter and to verify if this 
information can be used for measuring the environmental contamination from endotoxins and/or Gram-
negative bacteria. Stationary inhalable dust samples were collected in different occupational settings 
using airChek2000 pumps, at a flow rate of 2 l min-1, with IOM sampler and fiberglass filters  (pore size 
of 1,6 µm). In this study a total of 50 air samples were collected, 2 simultaneously at each sampling site 
2. 25 filters were extracted and subjected to alkaline hydrolysis in order to release the β-hydroxy fatty 
acids from the bacterial membrane. These extracts were then analyzed by HPLC-MS/MS for their content 
of C12 and C14 and expressed as airborne contamination (ng/m3). For endotoxin concentration 
(expressed as airborne pyrogenicity in EU/m3) 25 filters were extracted and analyzed using a quantitative 
Kinetic Chromogenic LAL assay. All bacterial strains contained in each sample were identified. 
Results show that at the concentration present in environmental samples the C12 is always below the 
analytical detection limit, and C14 is the only marker of lipopolysaccharide presence: however, as C12 
is detected only at high levels of endotoxin (≈200 EU/m3),  it could be a useful chemical marker for a 
preliminary screening of the environmental contamination. The whole data set was then subjected to 
PCA in order to evidence the correlation between the experimental indices and the different bacterial 
strains. In particular, it was shown that the amount of endotoxins positively correlates with the measured 
fatty acids. Moreover, depending on the samples, different correlations with groups of bacterial strains 
was evidenced.These preliminary results demonstrated that the subject is  complex but worth of further 
investigations and chemometrics will be used for analyzing the results. 
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Mercury has been declared a contaminant of global interest due to its high degree of persistence in the 
environment and its toxicity to different biological species. Exposure of humans to mercury and its 
compounds can lead to ataxia, loss of sensitivity in the hands and feet, weakness and, in extreme cases, 
paralysis and death. Several studies have showed that the toxicity of mercury depends on the 
concentration of its different chemical forms. In order to assess the exposition risk, it is extremely 
important have quantitative knowledge about mercury in environmental samples. For mercury 
determination, elemental techniques such as Atomic Absorption (AAS), Atomic Fluorescence (AFS) and 
inductively coupled plasma-mass spectrometry has been used. 
In this work, a method based on fluorescent spectroscopy and second order multivariate calibration is 
evaluated for determination of inorganic mercury (Hg2+) and methylmercury (CH3Hg) in synthetic and 
real aqueous samples. A chemosensor based in a selenolactone [1] was used to quantify mercury species 
by fluorescence-induced. The experimental conditions are optimized in order to improve the analytical 
figures of merit of the proposed methodology. Two strategies for second order data generation were 
evaluated: A) Excitation-emission matrices (EEM); and B) Emission spectra-reaction time. The three-
way data obtained were analyzed using Parallel Factor Analysis (PARAFAC), Multivariate Curve 
Resolution-Alternating Least Squares (MCR-ALS) and Unfolding Partial Least Squares-Residual Bi-
linearization (UPLS-RBL). Finally, the proposed methodology was applied to quantify Hg2+ and CH3Hg 
in synthetic and real samples, in presence of uncalibrated interferences.             
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The increase in population has resulted in an increase in the volume of domestic sewage, whose present 
in its composition water, organic matter, macro and micro nutrients, and pathogens. Among the 
nutrients found in wastewater, nitrogen and phosphorus are of critical environmental importance 
because they are essential for the growth of living things. But the release into water bodies can trigger 
the phenomenon of eutrophication. The microalgae can be used to remove and recover nitrogen and 
phosphorous from wastewater. These microorganisms can be grown in open systems, such as in high 
rate ponds (LAT) or in photobioreactors, which have the advantage of greater production of biomass 
[1]. To ensure a better energy utilization it must be selected a specific range of wavelength which 
promotes the best growth of algae, or removal of a particular nutrient [2]. The light emitting diodes 
(LEDS) are good options, as they have low power consumption, low heat generation and high 
durability. Moreover, they are free of toxic or polluting the environment. The use of photobioreactors 
with microalgae and illuminated by LEDS is presented as an alternative technology, since these 
systems can have low operating costs, simple operation and produce algal biomass that can be 
converted into new products such as bio-fertilizers and bio-diesel. From this, this study aimed to 
optimize the removal of nitrogen, phosphorus, organic matter and Escherichia coli (E. coli) in 
wastewater utilizing microalgae photobioreactors illuminated by LEDS. Other studies focusing this 
system access the univariate analysis; the use of multivariate optimization is new to the area. Full 
factorial designs 22 with quadruplicate in the central point [3] was applied, as the screening step, which 
was made for three ranges of wavelengths, corresponding to the colours: red, blue and red. The studied 
variables were time and light intensity. Best removal was obtained with the blue color, namely, 82.70% 
of organic matter, 30.00% of phosphorus, 80.00% of nitrogen and 99.00% of E. coli. The screening 
results showed that time and light intensities are significant for the system for nitrogen and organic 
matter parameters. Considering E. coli and phophorus only the time was the significant variable for the 
system. Based on these results, it was continued the optimization process by applying the methodology 
of the response surface based on the central composite design (CCD) [3]. This step was performed only 
for the blue color. All variables in screening were studied in the response surface methodology. The 
best removal results were: 85.80% of organic matter, 31.00% of phosphorus, 85.30% of nitrogen and 
99.09% of E.coli. The results of the response surface methodology have shown that the best conditions 
for the removal of nitrogen, organic matter and E. coli are 700 µE m -2 s-1 and 15 days; the phosphorus 
removal was better with ~16 days and 450 µE m -2 s-1. As the phosphorus removal of these two 
experiments was statistically the same, it was adopted the experiment with 16 days and 700 µE m -2 s-1 
as the optimum for wastewater treatment. 
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This study proposes a new approach, considering the use of multivariate statistical analysis, for the 
reducion of the number of parameters of the Water Quality Index (WQI) [1]. In Minas Gerais, Brazil, the 
Instituto Mineiro de Gestão das Águas (IGAM), is responsible for controlling the quality of water of the 
rivers of this state. The monitoring stations by IGAM was conducted in the Velhas River basin and the 
respectives results of monitoring for each parameter of the WQI (dissolved oxygen, fecal coliform, pH, 
biochemical oxygen demand (BOD), nitrate, phosphate, temperature, turbidity and total solids) and the 
respect WQI scores obtained was choosen to this study, in the period between 2000 and 2010. The 
possibility of redundance information in the samples was firstly investigated by means of application of 
principal component analysis (PCA) [2], whose implementation was not suitable for evaluating the data 
set studied, considering its magnitude. Thus, the Kohonen neural network [2] was used, providing a 
friendly way for this evaluation, which indicated the possibility of work with 524 results of analyses from 
the 1834 monitoring results of the original data. The viability of this data reduction was assessed by 
comparing the correlation between the original and the reduced data set. The reduction of the number of 
data also showed that the monitoring frequency of all stations could be reduced, compared to the currently 
practiced by IGAM, culminating in important cost savings with monitoring. The new data set formed by 
524 results were evaluated by the OPS (Ordered Predictors Selection) [3] to reduce the number of 
parameters of WQI. In this study there was the possibility of creating a new model for determining the 
WQI. This model was formed by five parameters: thermotolerant coliform, dissolved oxygen, BOD, 
turbidity and phosphate, in order of importance to the model, pointed out by OPS. It was used the RC 
vector, where R corresponds to the regression vector and C is the correlation vector, and it was obtained 
a root mean square error of cross validation (RMSECV) of 0.0309 and a coefficient of determination 
(R2) and a correlation of 0.98, for both. The calibration of the new model was done by PLS (Partial Least 
Square), predicting WQI values generated by the new model for the prediction data set and comparing 
the results to the original WQI values, calculated by the traditional formula. The calibration indicated 
that the data fitted the model, whose R2 was equal to 0.96, and the graph of residues showed a random 
distribution, with values close to zero. This model was further assessed for prediction of the results of 
WQI by applying the results of monitoring of water quality in the year 2011 carried out by IGAM. The 
results of the validation depicted very close to WQI results obtained by the traditional calculation, with 
a R2 value of 0.92, confirming the applicability of the new constructed model. 
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Proper graphical description of solvent selectivity is of interest in relation to explore the full range 

of possibilities during mobile-phase selectivity optimization in liquid chromatography and in other 
experimental situations including the design of reaction media and solubility of chemicals, to decide on 
selecting solvents maintaining mutual miscibility while having maximal differences in their properties. 
Other applications are the possibility of substituting a solvent by an equivalent one with improved non-
chromatographic characteristics, such as price, availability, reactivity or better conformation to the 
principles of green chemistry. Owing to the complexity of the intermolecular forces than determine 
solvent selectivity, reactivity, miscibility and solubility, a multivariate set of descriptors is required. 
These are usually grouped and summarized into only 3 parameters to give rise to the classical triangular 
plots of Snyder and Rutan [1-3]. Spider diagrams, in which more than three descriptors can be handled, 
provide improved representations [4]; however, spider diagrams are multidimensional graphs projected 
on two-dimensions. The higher value of the spider diagrams over triangular plots rely on the selection of 
the axis by following a judicious order in which the correlations among them are taken into account. 
However, the interpretation of spider diagrams in order to choose the required solvent for a given 
application is not straightforward.  

For these reasons, in this work, we propose the use of Chernoff faces, as a true multidimensional 
representation of the solvent properties. We have expressed the character of solvents by the judicious 
selection of the face traits, in such a way that with a minimum training any observer would be able of 
easily recognizing the features that are encoded in a given face. For this purpose, the face traits were 
assigned to the normalized solvent descriptors of Snyder, Kamlet-Taft, Hansen and Abraham [4]. The 
faces were programmed in R and then were plotted on the triangular and spider diagrams (instead of 
points or other symbols to represent the solvents), thus enhancing the information provided by the 
diagrams. Ambiguities due to the compensation of properties making two solvents with rather different 
properties to appear in the same location of the diagrams were easily detected using Chernoff faces. 
Using faces, the character of mixtures of solvents can be also represented. Representations by reduced 
groups of solvents, hierarchically selected, were of help in providing the best clues to select a solvent or 
solvent mixture for a given application.  
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The residues (jales) from the colonial silver production by the amalgamation technique, extensively used 
in Zacatecas (Mexico) until 1820, were deposited in low-lying areas used for crops and livestock farming. 
From 1920 onwards, there have been tailing-processing activities to recover precious metals from these 
soils, based upon their lixiviation with calcium thiosulfate and the subsequent recovery of silver and 
mercury in the lixiviate by reduction with metallic copper. The processed solids contain relatively high 
concentrations of mercury, silver, lead and other dangerous chemical elements and are stored in mounds 
within the treatment plant, posing a non-negligible environmental risk to the population of the nearby 
towns. In addition to the total metal concentrations, the environmental risk of a mining residue depends 
on the mobility or availability of the toxic elements, usually evaluated by chemical fractionation 
procedures such as the B.C. R. protocol, that allows distributing the total available concentrations into 
several fractions with decreasing mobility, corresponding to elements bonded to (i) exchangeable and 
carbonate phases, (ii) iron/manganese oxide and hydroxide phases, (iii) organic and sulphide phases and 
a fourth and almost non-movilizable fraction named residual bonded to the mineral components of the 
residue.  
In this communication, we report the results of a survey carried out to assess the chemical stability and 
environmental safety of the residues from the storing mound of a treatment plant located in Tacoaleche 
(Zacatecas valley, Mexico). The samples were collected in two cuts of the mound at different depths, 
closely corresponding to the activity of the  last ten years. The investigated elements were Ag, As, Cd, 
Cr, Cu, Ni, Pb and Zn. Their total mobilizable (pseudo-total) concentrations were determined after a 
single extraction with concentrated HNO3/HCl (US-EPA 3051a method) followed by ICP-OES 
quantification. The B.C.R protocol was applied to the samples. Fractions (i), (ii) and (iii) were determined 
in the corresponding extract by ICP-OES, whereas the residual fraction was determined by difference.  
The resulting dataset, a tridimensional matrix X with dimensions (samples=10, metals=8, fractions=4) 
was studied by multivariate statistical techniques: Hierarchical Clustering and normal and n-way 
Principal Component Analysis (PCA). Two different element associations were found: Cd-Cu-Pb-Zn 
were associated to iron/manganese oxide and hydroxide phases whereas Ag-As-Cr-Ni were bonded to 
the residual fraction. The applicaction of n-way PCA techniques confirmed these associations, and 
allowed to separate the information due to the samples from that corresponding to the fractions through 
a Tucker3 [2 2 1] model. The fractionation of the investigated elements in the samples showed a constant 
pattern irrespectively of their spatial location in the mound. The pseudo-total contents of the toxic 
elements allows to classify the samples as hazardous. 
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Transfer RNA (tRNA) is a well-known “house-keeping” molecule that carries amino acids to a 
synthesizing messenger RNA (mRNA) during translation based on codon recognition between tRNA 
and mRNA. Recently, several reports have indicated that some tRNA molecules may alter their 
expression levels in specific cancers [1]. In other words, tRNA may serve as a biomarker for cancer 
diagnosis in the early stage. To date, only a few available methods could be used for the determination 
of mature tRNA, for example, northern blot, microarray, and reverse transcription-quantitative PCR. In 
this work, we propose a method for multiplexed tRNA quantitation by a combination of splinted ligation 
and capillary electrophoresis with laser-induced fluorescence (CE-LIF) [2, 3]. We designed several novel 
probes that specifically recognize cancer-related tRNA as well as fluorescently labelled DNA reporter. 
By using well-designed probe in varies lengths, four tRNAs (tRNATyr, tRNAArg, tRNAMet, and tRNAPhe) 
could be separated using 7% polyvinylpyrrolidone (Mr 13,000,000 Da), which dissolved in 10 mM 
HEPES buffer (pH 8.0). Electropherograms of different cancer cells showed varying expression levels 
of the four tRNAs, which correspond to those reported previously in the literature (tRNATyr for ovarian 
cancer; tRNAArg for urothelial cancer; tRNAMet and tRNAPhe for breast cancer). Therefore, the multiplex 
and cost-effective characteristics of CE-LIF may allow it to become a powerful tool for high-throughput 
tRNA profiling for a rapid diagnosis in the early stage of cancers. 
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The contamination of surface and underground waters by oil is a major environmental problem, 
particularly for oil producing countries like Colombia. The statistics of accidental spills of oil and its 
product in Colombia are alarming (~10,000 barrels during 2008-2009). The oil boom in Colombia 
requires the application of operational and emergency procedures devised to minimize and mitigate the 
pollution of water bodies. 

 
Our project aims at developing a real-time, in situ, low-cost analytical instrument and technique for the 

detection and quantitative analysis of water pollution by hydrocarbons, particularly crude oil and refined 
fuels [1]. 

 
We are developing a Xe lamp based instrument capable of producing fluorescence spectra suitable for 

pollutant identification and analysis through excitation-emission matrix spectroscopy (EEMS) [2]. The 
Xe lamp system uses band pass filters (320, 365, 377, 400, 436, and 568 nm) mounted on rotating wheel. 
The light source has a lens system for source light imaging and fluorescence light collection along with 
a fluorescence cell. Excitation and emission spectra are measured with a fiber coupled mini-spectrometer 
(AvaSpec-3648, Avantes). The emission spectra are normalized against the equivalent excitation 
intensity. 

 
EEMS spectra for pollutant fingerprinting have been traditionally obtained using quasi-monochromatic 

excitation sources, such as monochromator filtered high pressure Xe lamps in bench-top, bulky 
instruments [3]. Our challenge is overcome the loss of analytical specificity and precision due to the 
larger spectral width and lower power of our light sources.  

 
We have optimized the optical system and obtained EEMS fingerprints of fuels blends to detect fuels 

adulteration which can help control smuggling Colombian borders. We were able to detect these fuel 
blends from 100% to 0% Colombian gasoline, using Ecuadorian and Venezuelan gasoline. 
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Hyperspectral imaging (HSI) is a technique to obtain spatial and spectral information associated 

with the distribution of the different compounds in a chemical or biological sample. Amongst the 
multivariate image analysis tools utilized to decompose the raw data into a bilinear chemically 
meaningful model, Multivariate Curve Resolution – Alternating Least Squares (MCR-ALS)[1] can be 
applied to obtain the distribution maps and pure spectra of the components of the imaged sample.  

In the current MCR-ALS algorithm, the requirement to work with a two-way matrix involves 
unfolding the raw HSI data into a single pixel direction. Through this data manipulation, the 
information regarding pixel neighborhood is lost and the concentration profiles obtained are stretched 
arrays of pixel concentration values. This configuration of the concentration profiles allows 
incorporating general properties, such as non-negativity or presence/absence of constituents in pixels, 
but prevents the use of spatial information linked to the 2D variation of distribution patterns of 
compounds under the form of constraints.  

Recently, we have proposed and discussed the benefit of adding, at each least-squares step, an 
additional refolding/unfolding of the pure concentration profiles into the related distribution maps for 
the components.[2,3] Once this is done, implementation of spatial constraints based on the use of 2D 
signal processing approaches directly on the distribution map is possible and improves the image 
modeling approach.  

Dealing with simulated and real data, we will discuss the results obtained when implementing 
spatial constraints on distribution maps to allow image filtering and image fitting. Image filtering can 
be performed in different ways, including working in the frequency domain or by using 2D-splines to 
provide a continuous image representation. It results in noise removal, image sharpening, deblurring 
and smoothness/roughness properties that can be translated as a constraint. Image fitting with hard-
modeling constraints can also be envisaged to allow further image processing such as sparse 
deconvolution. 
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Efficient data treatment is one of the most important issues when applying Raman spectroscopy for 
biological diagnostics. This is achieved by chemometrics and a diagnostic result is obtained by predicting 
a spectral dataset or Raman spectrum with statistical models, which are trained with known samples 
beforehand. However, the accuracy of these models may dramatically decrease if the new dataset is 
measured under different condition compared with the training datasets. This can be solved by model 
transform, aiming to obtain a higher overall prediction accuracy for datasets measured under different 
conditions. Methods like standard calibration and multiple condition training are commonly used. 
Nevertheless, they are unable to provide satisfying results [1, 2]. Therefore, we attempted to further 
improve model transferability in two aspects:  

(1) wavenumber alignment, achieved by genetic algorithm (GA) [3] after the standard 
calibration;  

(2) model update, realized by Tikhonov regularization (TR).  
Particularly, two TR methods were studied for model update, termed as TR1 and TR2 [4, 5]. The 
parameters of the both TR methods were optimized by genetic algorithm. We based our investigation on 
Raman spectra of three spore species (B. mycoides, B. subtilis, and B. thuringiensis) measured on four 
different devices (SPE raman.ID 0.5-Bio Particle Explorer). The model transferability was evaluated by 
classification accuracy of a three-class task by partial least square regression (PLSR). Each spectrometer 
was predicted by models trained by data measured with one or more other devices. As a comparison, we 
performed different combinations of model transform methods including standard calibration, GA based 
wavenumber adjustment, TR1 and TR2. An overview of the results is shown below, where label ‘None’ 

indicate that no model transform was applied. The abbreviation ‘STD’ represents the standard calibration. 
Overall, combinations of the standard calibration, GA wavenumber adjustment and both TR methods 
were tested and lead to an improvement of the model transferability. Furthermore, the model 
transferability is enhanced if mechanisms are combined. 
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Coffee is an economic prominent product in the world due to its high consumption and 
acceptance. Seeking an illicit profit on the coffee market, several compounds have been used for its 
adulteration. Coffee quality control reported in the literature is based on microscopy techniques, as well 
as, chromatography and infrared spectroscopy [1]. The use of NIR hyperspectral imaging has gained 
importance in the analysis of food, helping in the combat of the adulteration [2]. Faced with the routine 
analysis of food quality control, NIR hyperspectral imaging provides results of the distribution of 
components in the surface of the sample in a short time, with little or no sample preparation, avoiding 
external contamination risks. In this work, the NIR hyperspectral imaging in combination with 
multivariate curve resolution method (MCR) was employed to detection of coffee adulterants.  

The analysis of samples surfaces was conducted using a Spotlight 400N FT-NIR Imaging System 
from Perkin-Elmer. Tablets were made with coffee containing different concentrations of contaminants, 
such as: coffee husks, roasted and powdered corn grains, ground and twigs, which were placed on 
supports for microscopy and subsequently accommodated on the positioner. By using a joystick, the 
focus and the area to be analyzed was adjusted. The conditions for the analysis were 32 scans analyzing 
individual pixels of 25 μm2 and 4 mm2 area in the range of 4000-7800 cm-1. The data obtained from the 
pure samples and mixtures were converted to log1/R and it was applied as a pre-treatment the MSC 
(multiplicative signal correction) with the aim of reducing the light scattering. The data set generated 
were converted in matrices and processed by MCR algorithm. From the generated images by the MCR, 
it was possible to distinguish each of the four contaminants and confirmation was accomplished 
comparing the pure spectra of each constituent with the spectra recovered. The MCR method was suitable 
for the detection of contaminants in the range of 5 to 30%.    
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Biomass is the oldest and most widely used modern renewable energy source which are is the third 

largest in the world, natural source of energy. The growing demands for biomass and its processing 
products (pellets, briquettes, etc.) carry the risk of artificially raising the calorific value of the product 
known as a natural and renewable energy carrier. Substance such as fossil fuels, polymers, and wood 
industry which their waste not classified as biomass because of its composition containing substantial 
amounts of resins (polyester, alkyd, polyurethane) and adhesives (urea, polyvinyl acetate) can be added 
to biomass. Each chemical analysis excludes these contaminants would be time consuming and 
expensive, however there is the surest way to confirm the origin of biomass, which is 14C method. These 
methods are suitable only for the pure biomass analysis and solid recovered fuels, which are 
biodegradable in that they do not contain non-biodegradable substances to an extent deviating from the 
known natural properties of the biomass. Research conducted by the Institute for Chemical Processing 
of Coal showed that these methods do not provide sufficient proof that 100% of the material originates 
from biomass.  

To meet the demands, it is being proposed to use of combining several methods of data exploration and 
chemometrics analysis to simple and fast verification of biomass in terms of its origin. It also identifies 
the relevant variables such as biomass parameters as a simple way to allow for confirmation or exclusion 
of contamination. For this purpose, the method used in classification and regression trees combined with 
principal component analysis and regression analysis to estimate quantitatively investigated capable of 
specifying the same depending on the degree of contamination. classification and regression trees method 
allowed the fast initial distribution of biomass of the study group for each subgroup for which the 
principal component analysis was performed to determine the origin of tested biomass. In the case a 
biomass of the different composition to natural samples is detected, the regression analysis allows the 
estimation of the degree of contamination of the test biomass.  

As a raw data in our research was applied data from Fourier transform infrared spectroscopy and X-ray 
fluorescence analysis. In our study we proved that applied the chemometric methods was possible to 
show the differences between the pyrolysis solid products depending on the pyrolysis of polypropylene 
as an additive. Application of principal component was helped to identify these absorption bands that 
allow for a quantitative estimate of the additive polymer material and types for example in the case of 
styrene-butadiene rubber and polyethylene terephthalate. 
Thanks to the applied methods we can prepared algorithms to predicted amount of polypropylene that 
was added to the biomass in the thermal conversion process and we showed that the polypropylene 
amount in char could only be predicted over narrow temperature ranges, for example 400-500°C, 500-
600°C, and 600-700°C. 
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Polymorphism investigations are particularly important in drug and product development in the 

pharmaceutical industry since the properties of a formulated product such as bioavailability and 
stability are often directly related with the physicochemical properties of the existing polymorphs in the 
formulation. 
Carbamazapine (CBZ) is known as a leading antiepileptic drug which has been used for over 20 years. 
CBZ with four polymorphic forms and a hydrate have been reported.[1]  
In this study we focuse on using PXRD and NIR spectroscopy for the quantitative analysis of CBZ 
form I and III precipitated onto microcrystalline cellulose (MCC) using rotary evaporation. 
Multivariate calibration models were developed to quantify CBZ/MCC samples containing 0-30% 
CBZ. Standard normal variate, SNV, pre-treatment as well as partial least squares, PLS1, regession 
analysis was applied to the data. A sample participated onto was found to be largely amorphous. 

                                                              
                               NIR Spectra-CBZ FIII                                            PXRD Pattern- CBZ FIII 
                                                                                             

 NIR Spectroscopy PXRD  
 

PXRD 

Sample Predicted% Deviation Predicted % Deviation Predicted% Deviation 

CBZ-p4% 5.4 3.1 4.5 0.5 4.5 0.5 

CBZ-p8% 9.7 4.9 7.7 0.5 7.7 0.5 

CBZ-p12% 12.3 3.89 15.1 1.2 15.1 1.2 

CBZ-p16% 15.4 4.7 17.1 0.9 17.1 0.9 

CBZ-p20% 20.8 6.4 20.4 0.8 20.4 0.8    

                                                              prediction samples- CBZ FIII                                   
 
 
Keywords: Spectroscopic quantitative, Carbamazapine, Multivariate model. 
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The best-known nucleic acid structure is the B-DNA proposed by Watson and Crick in 1953. However, 
nucleic acids may form other complex structures, such as triplexes, G-quadruplex or i-motif, among 
others. G-quadruplex structures, which are formed by guanine-rich sequences in appropriate conditions 
of pH, temperature and ionic strength, have been found in vitro at the end of telomeres and near the 
promoter regions of several oncogenes. Recently, the presence of these structures in vivo has been 
proposed [1]. Apart of its potential biological interest in the treatment of cancer, applications in 
nanotechnology have been proposed recently [2]. 
 
Guanine-rich sequences may fold into intramolecular (monomer) o intermolecular (multimer) G-
quadruplex structures. In this work, the formation of monomeric and multimeric G-quadruplex structures 
is studied by means of spectroscopic and separation techniques. In addition, the interaction of the G-
quadruplex structures with the crystal violet dye is investigated. With these goals in mind, multivariate 
data analysis methods, both based on soft- [3], hard- [4] and hybrid-modelling [5] have been used to 
extract information from the experimental data. 
 

 

As example, this figure shows the results of 
the application of an hybrid-modelling 
approach [5] to analyze circular dichroism 
data recorded along the thermal denaturation 
of a dye:DNA mixture.  
 
The contribution of base line drift has been 
modelled successfully, and reliable thermo-
dynamic data may be obtained. On the other 
hand, UV and visible regions of pure spectra 
provide useful information about the G-
quadruplex structure and dye, respectively. 
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Low-Content Quantification (LCQ) in the solid-state is feasible using Raman spectroscopy/mapping if 
the material has a sufficicent degree of heterogenity on the micrometre scale and the spectra are collected 
from small sample volumes [1].  Here we conducted a detailed comparison between five different 
chemometric methodologies for LCQ analysis (piracetam-proline mixtures) in order to determine the 
optimum methods for practical use.  The methods were: partial least squares (PLS) regression [2], net 
analyte signal [3] coupled with classical least squares [4] (NAS-CLS), multivariate curve resolution 
(MCR) [5], principal component analysis [6] with CLS (PCA-CLS), and the ratio of characteristic bands 
at selective signal wavenumbers combined with shape-preserving piecewise cubic polynomial 
interpolation curve fitting [7] (BAND RATIO-PCHIP).  The results showed that once appropriate data 
pretreatment had been applied and concentration-segmented strategy used for calibration modelling that 
PLS gave the best accuracy and lowest relative error of prediction (REP%=2.6%) for the 0.05−1.0% w/w 

analyte range [1].  However, the PLS method required a large sample set for building the calibration 
models and this is not always technically feasible particulary for complex materials.   
For analytre content >1.0%, all methods except for PCA-CLS were able to accurately quantitate 
piracetam in powder mixtures, giving very low REP% values of: 0.68 (PLS), 0.74(MCR), 0.86(NAS-
CLS), and 0.81 for BAND RATIO-PCHIP, respectively.  PCA was found to not be suitable for 
quantitative analysis.  For LCQ, the BAND RATIO-PCHIP method, although simple, and easy to 
implement, was inaccurate for LCQ (REP% = 36%) because the use of univariate selective signal was 
not robust.  This unfortunatley was also the case for NAS-CLS and MCR, but these methods could be 
implemented without the need for large calibration sample sets as required by PLS.  We are continuing 
with modifying both MCR and NAS based approaches to try and improve accuracy in order to provide 
a practical alternative to PLS for LCQ. 
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In the fields of remote sensing and pharmaceutical quality control, hyperspectral imaging techniques 
have been used to great effect as such techniques can provide vast amounts of both spatial and spectral 
information [1,2]. However hyperspectral imaging is limited by its underlying analytical technique. For 
example, often infrared hyperspectral imaging can provide information which is not available to raman 
hyperspectral imaging, such as a changes to a dipole moment. Conversely, raman imaging can provide 
information on changes in polarizability within a molecule, which is not observed with infrared 
spectroscopy. 
 
For this reason, there is an increasing interest in the fusion of complementary hyperspectral imaging 
techniques [3,4]. This is not simply the corroboration of more than one technique for characterisation, 
which can of course be useful in its own right [5]. Rather for fusion techniques, analysis is conducted on 
the combination of resultant data to arrive at a deeper understanding than the sum of its parts. 
 
The objective of this study is to investigate multi-modal data fusion of complimentary hyperspectral 
imaging techniques for improved characterisation of biomaterials. Specifically, the research was 
conducted on magnesium oxychloride cement (for consideration in bone regeneration) and its 
derivatives. The study also seeks to resolve issues arising from the use of hyperspectral images with 
different spatial and spectral resolution. Near-infrared, mid-infrared and raman spectra and hyperspectral 
images were acquired and fusion techniques performed to analyse both the unique and correlated 
information provided by each hyperspectral technique and evaluate the synergy of combining these 
techniques using chemometric modelling.  
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In many industrial fields such as pharmaceuticals, process engineering and food processing, 

handling and mixing of powders is an important unit step. During this step, many problems can happen, 
especially when the objective is to choose the right working parameters to perform a correct 
homogenization. 

In the case of the food and feed industries, the characterization of the homogeneity of mixtures 
of powders by the use of a rapid and sensitive method is a priority. In this direction, several studies 
have been published, which are mainly linked to the procedure to obtain mixtures of powders and the 
problems of non-uniformity that can be faced at industrial level. 

In this work, the aim is to propose a fast and easy methodology to define and characterize the 
homogeneity of feed mixture powders. This is an important requirement of the European Reference 
Laboratory for Animal Proteins (EURL-AP) when preparing inter-laboratory studies where 
homogeneity of samples should be assured. Here to characterize such homogeneity of samples, the 
proposed procedure includes the use of a hyperspectral NIR imaging system combined with an image 
treatment PCA-based protocol [1] as an alternative to well-known statistical methods, such as auto-
correlation functions or variances.  

Near infrared hyperspectral imaging combined with chemometrics has the advantages of its 
speed, robustness, and especially allows analyzing the products without major operations preparations. 
In one analytical step, it is possible to get spatial and spectral information of the mixture. 

This study has allowed us to characterize the homogeneity of binary mixtures of feed 
ingredients as well as check the influence of homogenization duration. The results obtained indicate 
that degree of homogeneity of a feed powder mixture is influenced by several factors namely the 
homogenization time, the physical and chemical characteristics of the particles and the proportions of 
components. Moreover, the results have been modified in order to take into account the 
recommendations done by the working group for blend uniformity testing [2]. The results have been 
compared to other techniques to determine homogeneity as PCR, classical microscopy and NIR 
microscopy. 
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A method based on the VCD spectra of pure enantiomers database and VCD spectra of EOs was used 

to simultaneously assign the relative percentages of the major chiral compounds and their prevailing 
enantiomeric form in crude essential oils (EOs).[1] For this purpose, firstly, the EOs were analyzed by 
VCD and secondley they were modelized as a linear weighted combination of the individual spectra of 
pure enantiomers. The spectral modelizations were performed using a mathematical model (least 
square estimation) that gives us a weighting of each contributing compounds. The value of each 
weighting gives the relative percentage of the associate chiral compound in the EOs while the attached 
sign addressed the correctness of the enantiomer employed form used to build the model. In order to 
compare our results with the results of GC (gas chromatography), the chemical compositions of EOs of 
Artemisia herba-alba, grown in Algeria and Morocco, were determined by gas chromatography 
coupled to mass spectrometry (GC–MS). 
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The potential of total excitation-emission fluorescence microscopy combined with multi-way linear 
discriminat analysis (LDA) was investigated for the forensic analysis of visually indistinguishable 
textile fibers. Forensic fiber comparison involves one questioned fiber (i.e the fiber found in the crime 
scene) versus one or more fibers (called ”known fibers”) collected from a textile of the same color 

belonging to a suspect. Our approach takes fluorescence microscopy to a higher level of selectivity 
with the collection of excitation emission matrices (EEMs) [1, 2]. For that, four pairs of visually 
indistinguishable fibers from four different textiles were selected. The fibers consisted of nylon 361 
dyed with acid yellow 17 and acid yellow 23, acetate satin 105B dyed with disperse blue 3 and disperse 
blue 14, polyester 777 dyed with disperse red 1 and disperse red 19, and acrylic 864 dyed with basic 
green 1 and basic green 4, and were investigated using a non-destructive approach, which is of 
paramount importance to preserve the physical integrity of the fibers for further court examination. 
Excitation emission matrices were recorded with the aid of an inverted microscope coupled via a 

bifurcated fiber-optic probe to a commercial 
spectrofluorimeter [3]. The full information content of 
excitation-emission matrices was processed with the aid of 
PARAFAC supervised by linear discriminant analysis 
(LDA), and discriminant unfolded partial least squares (DU-
PLS). The ability of the latter algorithm to classify the four 
pairs of fibers, and distinguish the questioned fiber and the 
known fiber to exclude the possibility that both could have 
originated from a common source, demonstrates the 
advantage of using the multidimensionality of fluorescence 
data formats for the non-destructive analysis of forensic fiber 
evidence.  
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Boletus edulis and allied species (known as "porcini" mushrooms) are among the most valued and prized 
edible wild mushrooms in the world [1].  
In this study, two problems related to dried porcini mushroom were investigated: 

1) infections by mycophilic fungi (Sepedonium spp.) that, at the final state, can lead to the total 
necrosis of the host [2]; 

2) fraudulent addition of extraneous species, especially Tylopilus spp. and Boletus violaceofuscus, 
within dried "porcini" mushrooms, mainly from those imported from China. 

Both of them represent considerable problems from a commercial point of view.  
Up to date, identification of Sepedonium infections and characterisation of mushroom species have been 
accomplished only through macroscopic and microscopic visual inspection performed by professional 
mycologists, while no instrumental analytical methods have been proposed to support safety and 
authentication of dried Boletus edulis. 
In order to address these issues, two different chemometrical approaches have been proposed. 

In particular, Sepedonium infection was evaluated investigating the joint use of hyperspectral 
imaging (HSI) and principal component analysis (PCA) [3]. 
Hyperspectral images were obtained using a pushbroom line-scanning HSI instrument, operating in the 
wavelength range between 400 and 1000 nm with 5 nm spectral resolution.  
The results showed that the PCA-based hyperspectral approach is able to provide valuable information 
to the detection of contaminated parts in mushroom samples. 

As far as the fraudulent addition of extraneous species is concerned, a set of dried mushrooms 
including Boletus edulis, Tylopilus spp. and Boletus violaceofuscus specimens were analysed by near-
infrared spectroscopy (NIRS). NIR spectra were used to develop reliable and efficient class-models 
using a novel method, partial least squares density modelling (PLS-DM) [4], and the two most 
commonly used class-modeling techniques, UNEQ and SIMCA. In this case, the results showed that 
NIR spectroscopy, coupled with chemometric class-modelling techniques, can be suggested as an 
effective analytical strategy for the verification of authenticity of dried mushrooms of the Boletus 
edulis group. 
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Mass Spectrometry Imaging (MSI) technology is a useful tool for the analysis of complex 
mixtures in real biological samples, such as cells or tissues [1]. MSI couples the spatial 
information provided by the spectral imaging techniques with the chemical specificity based 
on the mass accuracy of the mass spectrometry techniques [2]. Up to now, the most common 
way to analyse MSI data is the a priori selection of mass values and the visual inspection of 
their distribution in the image, following a targeted-based approach. Only a few number of 
examples applying chemometric tools for MSI data analysis can be found in literature [3-5]. 
This is probably caused by the vast dimensionality and huge storage requirements of the 
generated data sets, which require a preliminary compression step, usually by binning mass 
spectra. 
 
In this work, lipidomic changes occurring during germination of bean seeds were monitored 
using MSI technology. Evaluation of MS images obtained during the germination process 
allowed identifying changes in the seed composition along the process and detecting the 
spatial location of these lipidomic changes. In order to carry out these analyses, different 
strategies of data compression and of simultaneous analysis of multiple MS images were 
developed. An approach based on the detection of “region of interests” was utilized to reduce 
the size of the data set to be analysed, which together with the application of MCR-ALS 
using a column-wise matrix augmentation strategy allowed the full resolution of the different 
MS images describing the seed germination process. Thus, information related to the lipids 
present at each germination stage and their spatial distribution in the seed was finally 
attained. 
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The i-motif structure is the only known DNA structure formed by cytosine-rich sequences and consists 
of parallel-stranded duplexes held together by intercalated base pairs (Figure 1). The formation in vitro 
of these structures in DNA sequences corresponding to centromeres, to the end of telomeres and to the 
promoter regions of several oncogenes, such as c-kit, c-myc or bcl-2, has been demonstrated [1-3]. 
These structures are not only interesting from a biophysical and biomedical point of view [3], but also 
for their potential application as photoswitchers and in nanotechnology [4].  
 
 
 
 
 
 
 
 

Figure 1. (a) Cytosine-protonated cytosine base pair; (b) Hypothetical scheme of the intramolecular i-motif structures 
adopted by the sequences proposed to study; X=A or T bases 

 
To provide a different view on the structural changes and dynamic processes occurring after direct 
photoexcitation of cytosine-rich DNA sequences, the potential of time-resolved spectroscopic 
measurements to study the kinetics and mechanism of formation of i-motif structures has been tested. 
Different spectroscopic strategies have been used to monitor transitions between structural 
conformations and environmental changes occurring in and around short-lived transient species.  
Multiset analysis based on coupling spectroscopic data coming from experiments performed on 
structurally related DNA sequences allow a better distinction of concurrent events within the 
biochemical processes of interest. Multivariate data analysis approaches based on soft-modeling 
multivariate curve resolution methods, classical hard-modeling and hybrid hard- and soft-modeling 
methodologies enable the interpretation of processes involving i-motif structures.  
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Extensive spectral databases compiling thousands of NIR reflectance spectra have been created during 
the last 30 years. Among these libraries, the ones related to typical parameters used in grain monitoring 
(as moisture, proteins, fat, starch and ash) in the agricultural sector are the most extended. In order to 
deal with these large databases, many chemometric tools have been developed, with Partial Least 
Squares (PLS) regression [1] being the most popular because of its robustness, simplicity and 
efficiency. 

The approaches considered here are based on the idea of local regression [2,3]. This 
consists on a group of methods based on selecting from a large database, a set of samples spectrally 
similar to an unknown sample whose properties are to be predicted. Following this strategy, a specific 
local calibration is then developed for that sample using the previously selected “neighborhood” 

samples as calibration set. This means that each sample is predicted with a different calibration 
equation. Up to now, the main types of local regression methods described in the literature are Locally 

Weighted Regression (LWR) [4], the LOCAL algorithm [5], Comparison Analysis using Reconstructed 

Near Infrared and Constituent Data (CARNAC) [6], and the formulation of complex indexes to 

measure distances between samples after the application of data reduction (Principal Component 

Analysis or Fast Fourier Transform) [7].  

In this work, we present two new approaches to perform sample selection in local 

regression methods based on PLS scores: Local Calibration by Percentile Selection (LCPS) and the 

Local Calibration by Customized Radii Selection (LCCRS). These approaches differ in the way they 

automatically fix and select a certain number of samples to optimally predict the unknown sample. 

Preliminary results obtained after applying these strategies over a large corn dataset show improved 

predictions if compared with a standard PLS model using the complete set of samples. The proposed 

methodologies could be extended to the prediction of more than one product from unique and large 

data sets, with the consequent savings in time and effort required for the development of individual 

calibration models. 
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The açai drupe is the fruit of a native Amazonian palm (Euterpe oleracea) known all over the world for 
its high polyphenol content supposed to have several health benefits. A large portion of these polyphenols 
is represented by anthocyanins, typical blue-reddish compounds that have high anti-oxidant and radical 
scavenging effects. Several approaches (mainly involving the use of chromatography) have been 
proposed in the literature to characterize and quantify such compounds in different food matrices. In the 
present study the possibility of obtaining the same kind of information through the use of spectroscopic 
techniques (with their advantageous characteristics of rapidity and non-destructivity, together with their 
low operating costs) is addressed. Moreover it was also verified whether it was possible to sort samples 
according to their breeding ground and if some nutritional differences were present.  
A total of 97 powdered samples of freeze-dried açai juice and pulp from Brazil were analyzed using MIR, 
NIR, Raman and Fluorescence spectroscopy. Methanolic extract and fat fraction were also analyzed, 
looking for an improvement of the method. All acquired data were processed with MatLab, performing 
basic tools such as PCA, PLS regression against chromatographic reference data and PLS-DA. The 
results indicated that samples were able to be distinguished according to their provenience using MIR on 
powder or Raman spectroscopy on fat fraction with an accuracy of over 90%. Regarding the predictive 
capacity of the models in terms of phenolic compounds and anthocyanin content, the best results were 
achieved using Fluorescence on methanolic extract (R2> 0.80), but also Infrared techniques gave good 
results, even on powdered samples (0.7<R2<0.8) proving the efficacy of MIR and NIR as screening 
techniques. Nonetheless chemometric improvements could be of great commercial interest, because most 
of the spectroscopic techniques can work on-line in factories, allowing real-time analysis of processing 
fruit. These results indicate that this approach could be extended to similar polyphenol-rich fruits, to 
perform an easy, fast and reliable analysis. 
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Uric acid is the end product of the catabolization of purine nucleotides and is considered to be 
an important biomarker in urine and serum [1]. Previous studies showed that high uric acid 
concentrations in these biological fluids can be associated with renal diseases and preeclampsia, 
a hypertensive disorder that occurs during pregnancy and is the primary cause of maternal 
morbidity and mortality worldwide (more than 50,000 deaths per year), mainly in developing 
countries [1,2]. Raman spectroscopy is a powerful technique that has grown in application 
because it can provide chemical and structural information with minimal sample preparation. 
Moreover, in recent years, the development of portable Raman spectrometers introduced the 
possibility of rapid on-site detection in a wide variety of sample types [3,4]. The low efficiency 
of inelastic scattering restricted the use of Raman spectroscopy to relatively high concentration 
analyses; nevertheless, surface-enhanced Raman spectroscopy (SERS) is an interesting 
alternative to overcome this limitation. SERS can dramatically increase the efficiency of Raman 
scattering through a combination of electromagnetic and chemical contributions when the target 
molecule (analyte) is attached to the surface of metallic nanostructures (typically made of gold 
or silver) [5]. In this work, a portable quantitative method for on-site determination of uric acid 
in urine using surface-enhanced Raman spectroscopy (SERS) and gold nanoparticle-coated 
paper as a substrate. Gold nanoparticles were synthesized by Turkevich method and a procedure 
was developed for the rapid preparation of cost-effective SERS substrates that enabled the 
adequate control of a homogeneous active area and the use of small quantities of gold 
nanoparticles per substrate. The standard addition method and multivariate curve resolution-
alternating least squares (MCR-ALS) were applied to compensate for the matrix effect and to 
address overlapping bands between uric acid and interferences SERS spectra. The proposed 
methodology enabling the analysis of complex matrix without the necessity to identify and 
include the interferences in the model (second order advantage), demonstrated better 
performance than conventional univariate methods (in terms of linearity, accuracy and 
precision), a wide linear range (0-3.5 mmol L-1) and an adequate limit of detection (0.11 mmol 
L-1). For the first time, a portable SERS method coupled with chemometrics was developed for 
the routine analysis of uric acid at clinically relevant concentrations with minimal sample 
preparation. This method could be implemented for the rapid preliminary testing of 
preeclampsia and extended for the on-site determination of other biomarkers in complex 
samples matrices. 
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Food fraud is an increasing concern worldwide as is estimated to cost the global food industry US$30 to 
US$40 billion every year[1]. In 2013 it was found that meat of several species were mixed with lamb 
meat on the production of lamb rolls, a traditional item in Chinese cuisine[2]. New Zealand is China's 
largest supplier of imported lamb, with just over 50 percent market share and there is a growing interest 
of applying fast and non-invasive techniques for authentication of meat products to prevent food fraud 
[3]. This study investigates the application of hyperspectral imaging to detect whether meat in lamb-roll-
type product is only from lamb or if meat of other species is present. 
Meat and fat samples from different species (i.e. lamb, beef and pork) were used to produce templates 
mimicking a meat product.  The meat was purchased in a local market from different butcheries and 
used to prepare 5 different frames. Partial Least Square Discriminant Analysis (PLS-DA) [4] and Soft 
Independent Modelling of Class Analogies (SIMCA) [5] were applied as classification models. Models 
were fitted using cross validation with data obtained in one frame and subsequently applied to data 
from the other three frames as validation. The hypersepectral data (550-1700 nm) was collected from 
frames as fresh unpacked (just after preparation), fresh vacuum packed, frozen vacuum packed, and 
frozen unpacked. The best performance was observed when using PLS-DA was applied to vacuum 
packed fresh samples. The best PLS-DA model was then applied to a 5th frame with a design different 
from the original frames used to fit and validate this model. This resulted in very good classification, 
with lamb meat correctly identified and no misclassification. The model based on SIMCA was tested as 
it would mainly require a representative spectral database with lamb meat. However the best approach 
was based on PLS-DA, which indicates the need for a comprehensive database including meat of 
several species. 
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We report an algorithm which for the first time offers the capability to calculate the percentages of the 
ingredients from time-of-flight secondary ion mass spectrometry (ToF-SIMS) spectra in model systems 
when all possible constituents are known. The algorithm is based on a linear mixing model. In a first 
step the dimension of the data space is reduced using discriminant analysis. Discriminant scores are 
then used to calculate the ratios of the mixture compounds. As an example we calculated the 
percentages of phospholipid mixtures separately for positive and negative ion single-pixel ToF-SIMS 
spectra, which revealed good correlations to real mixing ratios [1]. It could be shown that even 
phosphatidylcholine and sphingomyeline which have identical headgroups could be distinguished from 
another in mixtures. ToF-SIMS imaging combined with discriminant analysis can be a powerful label-
free technique to identify domain structures in model membranes with submicrometer-scale resolution.  
The algorithm outlined may also be useful to calculate the percentages of ingredients of mixtures not 
only in ToF-SIMS imaging but in other mass spectrometric techniques such as electrospray ionization 
or matrix-assisted laser desorption/ionization mass spectrometry. Since fragmentation of molecules is 
significantly lower with these techniques, it should be possible to examine mixtures of large molecules, 
for example proteins, and perhaps even more complex mixtures such as pharmaceutical drugs and their 
metabolites. Moreover, analytical techniques such as Raman spectroscopy, Fourier transform infrared 
spectroscopy, or hyphenated chromatographic methods, which provide linear combinations of chemical 
spectra, could also be potential application areas for this algorithm. 
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Borgen plots are known as a geometric constructive tool to analyze bilinear spectroscopic data D = CA 
[1]. They are generalization of Lawton-Sylvestre plots [2] which can be considered as one of the first 
SMCR-methods. Lawton-Sylvestre plots and Borgen plots serve to explore the spectral profiles and 
concentration lines which reconstruct the given spectroscopic data sample D. Whereas Lawton-
Sylvestre plots can be applied only to spectroscopic data with two absorbing species, Borgen plots 
allow analyzing three component systems. However, these approaches are limited to nonnegative 
factorizations and can hardly be applied in the presence of noise and perturbations. 
We present a generalization of the classical Borgen method, which serves to analyze perturbed data and 
allows small negative entries in the factors C and A [3]. The algorithm is implemented in the FAC-
PACK toolbox. Further we investigate whether the geometric concepts behind the Lawton-Sylvestre 
plots and Borgen plots can also be applied to data samples with four absorbing species. We show that 
the problem for four-component systems is NP-hard. Therefore constructive methods seem to be 
inappropriate to solve the reconstruction problem. 
 

Left: 
Model 
data of 
a three-

component system D. Middle: Generalized Borgen plot of D. 
Right: Range of feasible spectra for one component. 
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Mass Spectrometry Imaging (MSI)  encompasses a range of techniques including time-of -flight 
secondary-ion mass spectrometry (ToF-SIMS) imaging, matrix assisted laser desoprtion ionization 
(MALDI) MSI, and Ambient MSI.  Because the different techniques contain complementary strengths, 
there is growing interest in combining them to obtain higher quality results.  In general, obtaining the 
highest spatial resolution comes at the expense of lower quality spectral information (i.e. reduced mass 
range, lower mass resolution and accuracy, and decreased signal-to-noise).  Image fusion has been 
proposed as a solution to this problem.  In this paper we present a modified Principal Component 
Analysis (PCA) image fusion approach for combining high mass resolution MS images with high 
spatial resolution MS images.  This dual-hyperspectral PCA fusion algorithm makes optimal use of the 
spectral and spatial information in both image modes to reduce fusion artifacts and improve sharpness 
of image features without loss of the high mass resolution information.   Performance of the algorithm 
has been evaluated on both synthetic images and mass spectral images of mouse diaphragm muscle.  
By fusing the two imaging modes, an order of magnitude improvement in spatial resolution and signal-
to-noise ratio is achieved while retaining the high mass resolution information. Figure 1 illustrates the 
improvements in the mouse diaphragm muscle images.  An overlay of three components corresponding 
to cell nuclei (green), adipose tissue (blue) and lipid inclusion (red) are shown for the fused image  
(left) and the original high mass resolution image (right).  In the fused image, individual nuclei, muscle 
fiber bundles and substructures in the adipose tissue are clearly resolved.  These improvements are 
achieved by combining the complementary information from the two imaging modes rather than 
through interpolation or filling of the data.  Dual-spectral PCA image fusion shows promise for 
improving the quality of mass spectrometry images of biological specimens and has potential 
applications with other complementary spectral image techniques.  

 
Figure 1.  Overlay of three components for the fused image (left) and original high mass resolution image (right).  After 
image fusion the cell bodies and sub-cellular structures are clearly resolved. 
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Due to the increase use of blends of diesel with conventional and advanced biofuels, there is a need in 
the development of quality control methodologies, enabling the quantification and fraud 
identification.There are a lot of techniques available that can help on these developments, such as 
spectroscopic, mass spectrometry, chromatography and others [1].  
In addition to this diversity of techniques the analyst should be aware that mostly of the samples to be 
analyzed has limited quantity. Furthermore, many samples can be contaminated, and to identify and 
quantify an analyte can be a challenge. Therefore, techniques with minimal casualties or without sample 
destruction becomes interesting [2].  
In this work Raman Spectroscopy was employed as analytcal technique, since it encompasses all desired 
characteristics. The samples studied were blends of diesel with biodiesel (fatty acid methyl esters) and 
HEFA (hydrotreated esters and fatty acids) fuels. Firstly, for a quantification study, it was built a 
calibration curves for each fuel. The calibration set had 22 samples prepared acording to the following 
experimental design: the first 10 samples had the HEFA content in each sample increases by 1% in the 
range of 1 – 10%, the biodiesel content in each sample decreased by 0.5% in the range of 25.5 – 21% 
and the petroleum diesel was used to complete the volume of each sample; the next six samples had the 
biodiesel content increased by 10% in the range of 0 – 50% and the petroleum diesel content decreased 
by 10% in the range of 100 – 50%; the last six samples had the same concetration profile only that it was 
replaced biodiesel by HEFA. The validation set had 14 samples and it was prepared with HEFA, biodiesel 
and petroleum diesel contents differents of calibration sets, but included in the calibration set analytical 
range. 
Next, for a fraud study,  samples of diesel B-10 (90% of petroleum diesel asd 10% of HEFA or biodiesel 
or 5% of each biodiesel and HEFA) were contamined with ethanol, cyclohexane, hexane, gasoline, 
kerosene and blend of gasoline/ethanol. The validation set had five samples with diesel B-10 and the 
adulterant content in each sample increased by 2,44% in the range of 0 – 9,09%. 
Multivariate curve resolution with alternating least squares (MCR-ALS) employing the toolbox MCR-
ALS GUI 2.0 [3] and the correlation constraint was used to construct the calibration curves. The chosed 
data preprocessing was smoothing and the first derivative using Savitzky–Golay filter with 
normalization. 
The results showed that it was possible to obtain the pure spectra, allowing its identification, of each 
compound and to quantify accurately the amount of biodiesel and HEFA in diesel samples. The RMSEP 
in the validation set for biodiesel and HEFA were 0.53% and 0.98%, respectively, and the spectra recover 
was 99%. The fuels were also satisfactory quantified in the presence of contaminants, in the range of 1.4 
to 5.8%. In this case, it was possible to obtain the spectra of the contaminat, allowing its identification. 
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A computational package was developed to support the elucidation, understanding and improvement of 
reaction mechanisms. The package has four programs: ProgPrincipal resolves the differential 
equations of a reaction mechanism using the Gear algorithm, Raskolnikov and Dostoyevsky make 
concentration and reaction rate sensitivity analysis[1], respectively, and Karamazov performs non-
linear fitting using the Levenberg-Marquardt algorithm. This package was used to improve the 
previously proposed mechanism of the Uncatalyzed Bromate Oscillator (UBO)[2] a well known 
chemical oscillator, whose reaction mechanism is still unclear because it has plenty of intermediates[3]. 
With the use of the package and the results obtained by Multivariate Curve Resolution Alternanting 
Least Squares of a kinetic UV/Vis spectrophotometric study of the reaction, a mechanism of this 
chemical oscillator was proposed taking as starting point the György, Varga, Körös, Field and Ruoff  
model[4]. The agreement between the experimental and modeled data is fairly good.  In the next future, 
it is expected that this protocol will help to elucidate the dynamics of other oscillators that has species 
which absorb in the UV-VIS region of the electromagnetic spectrum. 
Acknowledgement: The authors thank the support of the Universidad Nacional de Colombia through the proyects DIB-
14234, DIB-19076, and for providing a fellowship to Iván Robayo. 
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Fourier Transform Infrared spectroscopic imaging (FT-IR imaging) in ATR (Attenuated Total 
Reflection) mode is an important and very useful tool to analyze chemical composition in pharmaceutical 
industry. For example, FT-IR imaging has been used to study drug release [1] and compaction of 
pharmaceutical tablets [2]. In this work, we analyze and compare the distribution of the active principle 
FF and the inclusion complex FF-C at microscopic level in fish pellets at two low concentrations, using 
mid infrared spectra (4000-740cm-1) of different zones of pellets. Principal Component Analysis (PCA) 
and Multivariate Curve Resolution - Alternating Least Squares (MCR-ALS), were evaluated and 
compared to analyse top, side stand, cross and lenghtwise surfaces from both pellets. Results show ability 
of both techniques to detect the active principles at low concentrations in a very complex matrix. 
Obtained MCR-ALS pure spectra is in agreement with the spectra of isolated active principles.  We 
realize that active principles are located just in top surface in the pellets of least concentration while 
principles are in all surfaces in the other pellets, meaning that analysis of FT-IR ATR hyperspectral 
images combined with chemometrics techniques is an effective analytical tool to study FF and FF-C 
distribution in fish pellets with ability to detect the active principles until pixel sizes of 1.56 m x 1.56 
m in the images. 
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The complex arrangement of lignocellulosic componentes in wood is responsible for the difficulties of 
most of processes in production of biofuels from this bioresource. Wood recalcitrance is attributed to 
multiple factors, among them, accesible area of cellulose (AAC) to enzymatic hydrolysis can be one of 
the most important in production of bioethanol [1]. AAC  can be evaluated at microscopic level by 
different techniques suchs as infrared microspectroscopy, confocal microscopy and scannig electronic 
microscopy (SEM). Infrared microspectroscopy acompanied by multivariate techniques has been useful 
to describe areas in pulp rich in cellulose, lignin or complex cellulose-lignin [2]. In this work, mid 
infrared spectra of microscopic areas with pixel sizes of 1.56 m x 1.56 m of wood pretreated by 
different processes were evaluated by multivariate image regression (MIR) with the aim to quantify 
glucans and lignin present in fibers. Partial least squares was applied as MIR method [2] on a group of 
hyperspectral images in order to build a predictive model to predict the bulk and pixel concentration of 
lignocellulosic components in the fibers. Lignin and glucans were quantifed using HPLC as bulk 
reference method. MIR models were validated by cross and external validation. Histograms of pixel 
concentrations versus pixel points were used to compare the  homogeneity of samples. Bulk 
concentration predictions obtained by MIR show errors of prediction similar to the conventional 
macroscopic infrared analysis. Both, concentrations and homogeneity show in a more detailed way the 
presence of cellulose or lignin in samples and allow us to make a comparison between AAC of samples 
to understand the recalcitrance of pretreated wood.  
 
 
 
 
 
 
 

   
 
 

Figure 1. Glucans (left) and lignin (right) histograms for evaluation of homogeneity in one image of 
validation set. 
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Scanning macro X-ray fluorescence (MA-XRF) is used frequently for the chemical characterisation of 

large planar objects. A focussed x-ray beam is scanned over the sample and x-ray spectra are acquired at 
each spot. Due to the non-invasive nature, the method is especially useful for the study of cultural heritage 
items such as paintings [1]. It provides information about the creative process of the artist, help in the 
restoration process and can often visualise hidden under-paintings. 

 
The amount of data that is generated by MA-XRF is enormous. Even a small part of a painting of 50  

50 cm2 scanned in steps of 0.5 mm results in a data cube of 106 x-ray spectra.  
 
We have recently developed a method to analyse this large number of spectra in a reasonable amount 

of type (minutes) using a “hybrid” least squares fitting. The method alternates between the very accurate 

but slow non-linear least squares fitting and a very fast variant of linear least squares. The results of such 
analysis are maps (images) with the net, i.e. interference free and background corrected, intensity of the 
characteristic x-ray lines of the element present in the sample. 

 
However “element images” are not the most useful way to study paintings as they are made with 

pigments rather than with elements. 
 
In this study we have investigated how various multivariate methods such as PCA, PLS en SVM can 

help in the interpretation of the data. 
 
Further we have studied the possibility to use the spectral data directly, i.e. apply multivariate methods 

directly to the measured spectra rather that analysing them first to obtain the elemental data. It turns out 
that very similar and interesting results can be obtained providing a background correction is applied to 
the spectral data. 
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The 5-hydroxymethylfurfural (5-HMF), produced from dehydration acid catalyzed of six carbon sugars, 
such as glucose, is considered to be one of the top value-added chemicals [1]. Traditionally, the 5-HMF 
is obtained by homogeneous acids catalyst. However, several problems are found, such as corrosion, 
difficulty of separation and recover of products and catalysts. Therefore, their replacement with solid 
acids catalyst is highly desirable in the chemical industry. In this way, niobic acids (Nb2O5·nH2O) have 
attracted great interest as catalysts, due to its strong acid properties which can be preserved in polar 
liquids [2]. The conversion of biomass into chemicals is traditionally monitored by chromatographic 
techniques, but they are expensive and often time consuming. Otherwise chemometric methods, such as 
multivariate curve resolution - alternating least squares (MCR-ALS), can be used to solve and identify 
overlapping analytical signals, e.g., UV/Vis spectra [3]. In this way, the aims of this study were 
monitoring the glucose conversion into 5-HMF over niobic acid catalyst using UV spectroscopy 
combined with MCR-ALS and compare these results with the ones obtained by high performance liquid 
chromatography with diode array detector (HPLC-DAD). Calibration curve using UV-MCR-ALS was 
built to HMF in the presence of levulinic acid in the range of 2.10 to 16.10 mg L-1. For HPLC-DAD, 5-
HMF concentration range used for regression was 10.0 to 800.0 mg L-1. The calibration models were 
obtained and the comparison between them was performed by analyzing statistical parameters of quality 
such as root mean square error calibration (RMSEC) and determination coefficient (R2). The parameters 
obtained for UV-MCR-ALS were: RMSEC 0.76 mg L-1 and R2 0.968. For HPLC-DAD were obtained: 
RMSEC 4.92 mg L-1 and R2 0.999. Glucose conversion into 5-HMF was performed under the following 
conditions: glucose concentration 2 %(w/w), 0.6 g of catalyst mass, reaction temperature and time 120 ºC 
and 100 min, respectively. The samples were analyzed by UV-MCR-ALS and HPLC-DAD. In order to 
evaluate the performance of both methods was plotted the predicted concentration of 5-HMF obtained 
by UV-MCR-ALS versus HPLC-DAD. It was observed a linear fit between the values. The highest 
selectivity for HMF was 26.3%. The results suggest that both methods are able to predict the 
concentration of HMF in mixture reactions. The niobium acid is a promising catalyst for glucose 
conversion into HMF. Regarding the UV-MCR-ALS method, it is possible to obtain the relative 
concentrations and pure spectra of the compounds in a mixture without chromatographic separation. 
Furthermore, it showed to be simple, fast, fairly selective and efficient for monitoring this system. 
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Herein, we report a fluorescent soft-sensor for bacteriophage with covalent bonded anti-bodies 
classification. The new soft-sensor allow for a fast, simple and selective detection of T1, T4 and T7 
viruses. The staining of viral nucleic acids with acridine orange and their subsequent fluorescence 
examination permits for the detection of the bacteriophages. 

Phages are viruses whose hosts are bacterial cells. They identify their hosts by a specific receptor 
molecules on the outside of the host cell. Once the phages find their specific receptors, they bind to the 
bacterial cell and inject their nucleic acid inside the cell. The binding between phage and host can be so 
specific that only certain strains of a single species can be infected [1]. The antibodies are bare protein 
molecules. Since antibodies are available for a large variety of pathogenic viruses, the described concept 
is very flexible and can be adapted to detect many different viruses, not only bacteriophages [2].  

In this work a fluorescence soft-sensor was used to the study of bacteriophage antigen-antibody 
interaction. The bacteriophages were labelled using fluorescence dye and then the changes in 2D-
fluorescence spectrum were observed. The viruses complexed with various antibodies were examinated. 
To show the changes before and after adding specific or non-specific antibodies to the virus samples, 
2D-fluorescent spectra were analyzed with the use of PCA or PLS-DA. The various samples of 
bacteriophag-antibody complexes formed clusters on PLS-DA plot, which were usually easily 
differentiated (Fig. 1). This means that 2D-fluorescence soft-sensor is useful for classification of 
bacteriophages with covalent bonded antibodies. Moreover, the developed soft-sensor allows for 
qualitative analysis of interaction between bacteriophage and antibody. Results can be obtained in a one-
step procedure in a short time.  

 
Figure 3. PLS-DA plot of chemical images of various bacteriophage antigen-antibody complexes. 
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(Bio) chemical processes require online concentration measurements for kinetic modeling or for the 
purpose of process control. Near-Infrared  Spectroscopy (NIRS) is a popular spectroscopic technique 
that is widely used for estimating  concentrations directly without hassles of offline analysis enabling 
its use for online process correction/control. Multivariate calibration (MVC) or curve resolution (MCR) 
methods can be used to estimate concentrations from the spectral data. However due to high intrinsic 
absorption of water along with presence of broad overlapping peaks that characterizes the region, the 
spectral signature of most of the compounds of interest is obscured, making it difficult to analyze these 
data[1]. Commonly used methods to monitor the analytes are PLS, MLR or PCR, these methods 
perform a regression between offline concentration measurements and spectral data based on the 
different assumptions [2,3]. The model developed is used to predict the new concentrations. 

The process of building a calibration model by this method is laborious and time consuming requiring 
re-calibration when the compound to be monitored changes or in case of drifts which occurs due to 
change in process or instrumental conditions. As an alternative to traditional PCR or PLS calibration, 
we propose a calibration method that uses pure component spectrum of all the major compounds that 
are present in the mixture. The calibration procedure here involves augmenting the pure component 
spectra with the spectral measurements and using a modified Non-negative Matrix factorization 
algorithm (NMF)[4] coined as g-NMF (guided NMF) that factorizes the augmented spectral matrix into 
two non negative matrices keeping certain elements of the factored matrices fixed. These correspond to 
elements whose prior knowledge is available. This factorization is physically realizable as the factors 
estimated has a meaning, since both concentrations and pure component spectra are positive. 
Additionally a wavelength band selection is carried out to enhance the prediction quality. 

The methodology is tested on NIR data obtained from an NIR spectrometer using an aqueous mixture 
of ethanol, glucose and biomass. The performance of the method is quantified using prediction RMSE 
of the individual compounds. The RMSE values are found to be satisfactory for all the three analytes. 
This technique can be easily extended to quantify more compounds and could be potentially employed 
for calibration of bio fermentor experiments that predominantly produce compounds whose spectra can 
be catalogued.  

 
References: 
[1] F. Ham, I Kostanic, G.Cohen, B.Gooch, IEEE transactions on Biomedical engineering, 44 (1997), 475 – 485 
[2] S. Tosi, M. Rossi, E. Tamburini, G. Vaccari, A. Amaretti, and D. Matteuzzi (2003). Biotechnology Progress,        19(6), 
1816–1821 
[3] S. Gary, Trends in Analytical Chemistry, 25 (2006), 1057-1066 
[4] D. Lee and S. Seung, Nature,401 (1999), 788-791 

 

 



P-189 
 
PROJECTION PURSUIT USING KURTOSIS AS A HYPERSPECTRAL IMAGE 

FEATURE ENHANCEMENT TOOL  
 

C. Wicks1, P.D. Wentzell 1, T.Karakach2 
 

1Department of Chemistry, Dalhousie University, Halifax, NS, B3H 4R2, Canada, ch565235@dal.ca  
2National Research Council of Canada, Halifax, NS, B3H 3Y8, Canada 

 
Hyperspectral imaging techniques collect massive amounts of data that potentially carry important 
chemical information, but the extraction of this information requires specialized analysis tools. Many 
exploratory techniques have been applied to data of this type with the goal being to visualize 
characteristics of the image, both quantitatively and qualitatively. Some of these methods include 
principal component analysis (PCA) and classical least-squares (CLS) regression, as well as many 
clustering methods such as K-means [1].  However, the use of variance or simple distance-based 
algorithms as a means of clustering pixels is not always an effective means for distinguishing among 
different topological features in complex images with subtle spectral differences.  As an alternative to 
these traditional approaches, projection pursuit (PP) analysis [2] can be applied using a projection index 
to search for more "interesting" projections of the data. The PP algorithm employed in this work was 
developed by Hou and Wentzell [3] and uses kurtosis as the projection index.  The strategy used here 
analyzes smaller frames of the overall image.  This method searches for differences within each frame, 
giving less distinctive features the opportunity to stand out from their surrounding pixels. Each frame is 
then represented by the kurtosis value calculated by the algorithm and a map can be use to create a visual 
representation of the image as a whole with potentially higher contrast. The figure below gives an 
example of using PCA and PP on an image of a splitting cell. In the left-hand frame the features extracted 
by the third principal component can be seen, namely the nuclei and a few other small structures. The 
right-hand frame shows results from PP where much detail surrounding the nuclei, as well the cell wall, 
can be seen as well as some other small structures. One drawback of the PP algorithm alone is that the 
data must be compressed if the sample-to-variable ratio is not large enough. This is typically done using 
PCA. Though it may sound computationally laborious, the algorithms actually run very quickly and 
efficiently.  Results will be presented to illustrate the characteristics of this approach to image analysis 
compared to traditional methods. 
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The laser-induced breakdown spectroscopy (LIBS) is a fast method to provide multi-elemental analysis 
of any sample [1, 2]. At the Federal Institute for Materials Research and Testing (BAM) the LIBS 
technique is applied on building materials to measure ingress profiles of harmful species like sodium and 
chloride. These elements are triggering different damage processes in civil engineering like the alkali-
silica reaction or chloride-induced corrosion. Due to a scanning procedure a two dimensional element 
distribution of a sample surface can be measured. Therefore a laser with a pulse energy of 3 mJ, a pulse 
length of 1.5 ns, a wavelength of 1064 ns and a repetition rate of 80 Hz has been used.  In order to have 
an automated seperation method to evaluate heterogeneous materials, different cluster algorithm have 
been tested. Best results have been achieved with the Expectation-Maximization-Algorithm (EM-
Algorithm). After clustering, different multivariate methods like PLS [3] and ICR [4] have been applied 
to provide quantitative element analysis. 
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The contamination of food by mycotoxins produced by moulds (aflatoxins and ochratoxin) is of great 
importance to health and science, and has important effects on the population when news of requisitions 
of contaminated foodstuff are reported. For the health and safety of consumers there is a clear direct risk 
associated with these molecules (declared as probable carcinogens), due to the ubiquity of food 
contamination, which can be found in vegetables for direct use as food, or is distributed through the 
processes of transformation in fruit juices or other products, and, through animal feeding, can arrive to 
milk and related products. European guidelines provide very stringent minimum values; e.g. for aflatoxin 
M1 in milk the limit is 50 ng kg-1. Therefore, the analytical techniques required for such determinations 
must ensure high sensitivity to the molecule, which is obtained at the expense of aspects such as the 
speed of sample preparation and analysis (determination by chromatography), which has been only 
partially tackled by the introduction of immunological methods such as ELISA. 
In this work, a feasibility study for the development of an immediate and efficient analytical method for 
the determination of mycotoxins in milk (Aflatoxins, in particular M1) is proposed, by coupling 
spectroscopic and chemometric techniques. The target of the activity is to obtain a fast and simple 
screening method of the positivity of samples to be easily implemented by manufacturers, associations, 
consortia of milk collection and production for quicker and well-timed internal controls. A total of eighty 
milk samples, collected between September 2015 and January 2016, have been considered, all presenting 
different values of contamination by Aflatoxin M1: true negatives (the toxin is absent), below the limit 
(20-50 ng kg-1, slightly above the limit (50-80 ng kg-1) and showing severe contamination (up to 300 ng 
kg-1). Two different spectroscopic approaches, each with a particular target, have been taken into account. 
Infrared Spectroscopy, namely Near Infrared Spectroscopy, is a technique which is already in use for 
product properties determination and quality control, and has been evaluated as a preliminary method to 
classify the sample according to the level of contamination (below the limit / close to the limit / above 
the limit / far above the limit), so that further analysis is performed only on milk samples which appear 
to be contaminated. Excitation-Emission Spectroscopy Fluorescence (EEM-F), due to the chemical 
nature of the toxin, appears suitable for quantification, even by analysing the sample “as-is” due to the 

possibility of resolving spectral contribution from different sources thanks to the bilinear advantage 
(PARAFAC) and by means of curve resolution tools (MCR).  
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The interest in performing in field measures using portable instruments is growing increasingly [1]. 
Calibration transfer techniques enable the use of multivariate calibration models developed from 
benchtop to portable instruments, saving money and time. To perform standardization techniques such 
as Direct Standardization (DS), it is necessary to measure representative samples (transfer samples - TS) 
in the instruments involved. Nevertheless, volatilization of the compounds present in fuel samples may 
cause changes in their composition during transportation or over time. To avoid the storage of the TS, 
virtual standards (VS) can be created by mathematically mixing spectra from the pure solvents present 
in gasoline [2] or diesel/biodiesel (D/B) blends. These VS can then be used as transfer sets in the DS 
procedure. In this work, a reverse standardization (RS) technique was employed to transfer the calibration 
set obtained with a Frontier FT-NIR (PerkinElmer) master instrument (MI) to a MicroNIRTM 1700 
(JDSU) slave instrument (SI). RS transforms the spectra from the MI to resemble those from the SI. 
Then, a new model is built with the corrected spectra which can be directly used in the SI. To perform 
RS, gasoline VS were created using ten and five pure solvents for gasoline and D/B blends, respectively. 
Partial least squares regression (PLS) models were built for five quality parameters of gasoline 
(distillation temperatures at 10%, 50%, 90% and final boiling point (FBP) volume recovered – ASTM 
D86 and density – ASTM D1298) and one of D/B blends (biodiesel content – EN14078). 103 and 130 
gasoline and D/B blends samples, respectively, were collected in Pernambuco State (Brazil) fuel stations. 
Calibration and external validation sets were composed by 70% and 30% of the samples, respectively. 
The spectra were acquired with a 20mm path length cuvette. A labmade transmitance acessory was 
employed to acquire the spectra in the SI. From the pre-processing techniques tested, the best results 
were obtained with Standard Normal Variate . Gasoline models for the MI showed root mean square 
error of prediction (RMSEP) values of 0.404ºC (T10%), 0.412ºC (T50%), 1.82ºC (T90%), 2.60ºC (FBP), 
0.887 Kg.m-3 (density). RMSEP values for the SI were 0.563ºC (T10%), 0.815ºC (T50%), 4.15ºC 
(T90%), 3.91ºC (FBP), 2.39 Kg.m-3 (density). Biodiesel content models showed RMSEP values of 0.45% 
for the MI and 1.27% for the SI. The new models, built after RS, were directly applied on the spectra of 
the external validation samples acquired in the SI. The RMSEP values obtained were 1.12ºC (T10%), 
1.49ºC (T50%), 4.02ºC (T90%), 3.93ºC (FBP) and 3.73 Kg.m-3 (density) for the gasoline models and 
2.08% for the biodiesel content model. After standardization, RMSEP values were equivalent in 
reproducibility of the reference methods, except for density and biodiesel content. RS procedure provided 
promising results showing that it is possible to transfer gasoline or D/B blend spectra acquired with a 
high-resolution benchtop instrument to the portable MicroNIR using VS as transfer samples. A improved 
number-type of solvents can probably enhance the performance of the method for the biodiesel content 
model. 
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Hyperspectral images can be acquired by different techniques, such as Raman, IR, fluorescence or mass 
spectrometry, among others. The combined information from different spectroscopic techniques is an 
excellent option to improve the capacity to differentiate among sample constituents. This aspect is highly 
beneficial for the understanding of biological tissue composition as well as for diagnostic purposes, since 
the spectral signatures associated with the biological constituents can be very similar [1]. 
 
Data fusion of different imaging techniques allows a comprehensive description of the composition of 
biological tissue, but joining images collected with different spectroscopic platforms is complex due their 
different sample orientation and spatial resolution. A matching procedure is necessary to ensure 
coherence among the fused images and, as a consequence, a correct interpretation of the system studied. 
Chemometric tools are required for reliable image matching and subsequent multitechnique image 
analysis [2]. 
 
The main goal of this work is the description of a full chemometric workflow starting by matching image 
spatial properties and finishing by performing multitechnique image analysis on a data structure that can 
cope with the different spatial resolution (pixel size) of the coupled techniques. The first step is carried 
out with a new preprocessing to perform the necessary translation/rotation transformations that use all 
pixels in the images to be matched. Multitechnique image analysis is afterwards performed with a new 
variant of MCR-ALS for incomplete multisets that allows analyzing simultaneously images collected 
with different spectroscopic techniques without losing spatial resolution and ensuring coherence among 
the images treated [3]. Different biological systems and coupled techniques will be presented as examples 
of data fusion for multitechnique analysis. The potential of the methodology proposed will allow a better 
comprehensive understanding of the composition of biological tissue as compared with the information 
obtained from the separate analysis of images coming from different hyperspectral platforms. 
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Time of Flight Secondary Ion Mass Spectrometry (TOF-SIMS) is a "workhorse" screening technique for 
samples of completely unknown composition. This is due to the fact that inorganic and organic molecules 
can be measured simultaneously and with high sensitivity. Modern TOF-SIMS instruments are highly 
automated and routinely offer the possibility of three-dimensional (3D) analyses. This promises quick 
and comprehensive analysis of complex samples. However, the interpretation of such data is often time 
consuming and complex. For example, a 3D analysis with 256 x 256 pixels running for 1000 scans (data 
points) results in 6.4 x 107 individual mass spectra. 
To handle such complex data sets different Multivariate Data Analysis Techniques (MVA) were applied 
to various sample systems in the past.1,2 MVA methods help to classify the data and thereby reduce the 
complexity of the data set and the time of data analysis. The application of MVA requires a pre-treatment 
of the data. This usually comprises a manual selection of peaks, which is time consuming and includes 
the possibility to overlook essential peaks with low intensity. Also, appropriate scaling, normalization, 
and centering are mandatory. Depending on the selected scaling approach, it is possible to enhance peaks 
of low or high intensity. 
The aim of this study is to develop a suitable pre-treatment approach, which enables the application of 
MVA to sample systems with a completely unknown surface composition. Aged Li-ion battery electrodes 
containing unknown degradation products are analyzed as a test system. It was shown that Principal 
Component Analysis (PCA) facilitates the detection of small variations in the data set, which might be 
missed by manual data analysis. By this approach the a priori unknown degradation products of could 
be classified according to different additives and the chemical identification of the signals was simplified. 
The next step, an efficient way to resolve the layer structure of these sample types was put into praxis by 
the utilisation of Multivariate Curve Resolution (MCR). An additional PCA applied on the MCR results 
enabled the comparison of the different layer structures for all samples, simultaneously.  
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In various applications in mass spectrometry multivariate data analysis (MVA) is typically used to 
simplify the analysis and reduce analysis time. In this study, we focus on data analysis for two different 
types of mass spectrometry, namely Secondary Ion Mass Spectrometry (TOF-SIMS) and Low 
Temperature Plasma Ambient Desorption Ionization Mass Spectrometry (LTP-ADI-MS). Data pre-
treatment is a crucial step because it significantly influences the MVA results.1–3 However, in many 
applications standard pre-treatments are often applied on mass spectrometric data sets. In this work, we 
demonstrate how a carefully optimised data pre-treatment can provide results of better quality with 
respect to the analytical problem. Specifically, three selected examples from different types of mass 
spectrometry are discussed. 
In a first example, TOF-SIMS data of aged battery anodes with different additives are used. Data analysis 
focused on the best centering and normalization of this data to identify the influence of different additives 
on the surface of cycled battery samples. Here, a pre-treatment adapted to the analytical question and 
data set, respectively, yields better results than standard methods. 
In order to further investigate ageing processes in batteries, all anode samples were subsequently 
measured in three different ageing states. It was found that the largest variation in the data set was induced 
by these ageing states. In order to identify the influence of different additives on battery anodes, a 
centering different than in the previous example was required. Here, data centered around the mean of 
each ageing state enabled to identifiy the individual influence of each additive. 
In a last example, a LTP-MS data set from the volatile headspace of different cancer cells in vitro was 
analysed. The aim of this study was to classify different cell types and their media, respectively. Here, it 
was shown that although the magnitude of each signal in LTP-MS is in general not proportional to its 
impact, autoscaling was not the best scaling technique. This scaling method enhanced variations among 
different measurement days. Only after optimised scaling, a clear separation and classification of 
different cell types and their media was successfully achieved. 
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Ammonia/water mixture is a conventional working fluid pair in absorption refrigeration.    The 
composition of the mixture is an input data to study the absorption process and in the design the 
refrigeration systems. In a previous paper [1], the near infrared spectroscopy (NIR) was used to monitor 
quantitatively “in situ” the liquid phase composition in the vapor-liquid equilibrium of an ammonia/water 
mixture.  
This study proposes a strategy based on Soft Independent Modeling of Class Analogy (SIMCA) [2] to 
model the representative spectra of the liquid phase at different temperatures and compositions, in order 
to classify them.  Thus, obtaining the spectrum at a specific temperature, using this methodology the 
liquid composition can be estimated.  For that, the NIR spectra of twelve mixtures, with ammonia mass 
fractions between 5 % and 60 %, were measured between 900 nm and 1150 nm from 298.15 K to 373.15 
K, and SIMCA classification rules were established.  
For each mixture, the percentages of ability classification and of prediction were higher than 98 % and 
95 %, respectively. The results allow establish a strategy based on near infrared spectroscopy and the 
chemometrics analysis to determine the ammonia liquid composition of the ammonia/water mixtures in 
vapor-liquid equilibrium.  
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Quality control and monitoring of chemical composition of food products are very important tasks 

in food industry.Spectroscopic techniques coupled with multivariate data analysis provide an 
alternative to the traditional chemical methods, in food quality control. This approach extracts 
quantitative or qualitative analytical information from non-selective spectroscopic signals. In 
comparison to conventional methods, these measurements are rapid and non-destructive, performed 
directly on intact samples without extensive pre-treatment.  

In our work mid infrared (MIR) spectroscopy was used for determination of the quality parameters 
of beer.  

Beer is an alcoholic beverage obtained by yeast fermentation of cereals germinated in water. The 
main beer constituents are water and ethanol, however it also contains a complex mixture of 
compounds of varied chemical nature and concentration range, originating from both the raw materials 
and products of alcoholic fermentation. Due to the complex nature of beer a variety of analytical 
methods is used to study its properties. Recently, several authors reported the usage of vibrational 
spectroscopy for direct analysis of beer [1, 2].  

In this study we used MIR spectroscopy for determination of the selected physicochemical 
properties of beer.  

Beer spectra were  measured over the entire MIR region using the attenuated total reflection (ATR) 
technique. The spectra of beers comprise a complex system of overlapping bands attributable to various 
vibrational transitions. That includes the intense bands originating from water, and bands characteristic 
of ethanol. Bands from the other beer components have much lower intensity.  

Partial least squares  regression (PLS) was used to study the relationship between selected 
physicochemical properties of beer (polyphenols, flavonoids, bitterness, and color) and MIR spectra. 
The set of independent variables X were the MIR spectra and the set of the dependent variables Y were 
values of the parameters studied. The various calibration models were studied using the entire spectra 
or their selected regions, and different pretreatment methods. The performance of the regression 
models was evaluated using the adjusted R2 and the root mean-square error (RMSE), as the term 
indicating the prediction error of the model.  

The results indicate that MIR spectroscopy combined with chemometrics is an interesting 
alternative to the traditional methods, for assessment the quality of beer. 
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Accurate detection and identification of cancer of the lymph nodes is vitally important for improving 
patient outcomes. However, identification of lymph node cancers is currently very difficult in vivo, 
resulting in the unnecessary removal of benign nodes and unpleasant side effects. Raman spectroscopy 
has the potential to revolutionise the diagnosis of lymph node cancers by allowing in vivo assessment 
through the use of a Raman needle probe [1]. Furthermore, by measuring the biochemical fingerprints 
within tissue and in combination with chemometric classification algorithms a non-subjective assessment 
of the lymph node can be made. This can then be used to enhance the diagnostic decision making process 
and reduce the unnecessary removal of benign lymph nodes and associated side effects. However, 
training of a chemometric model using Raman spectra has to be carefully considered. Raman spectra can 
be very noisy and contain cosmic ray artefacts that need to be removed. Furthermore, highly fluorescent 
backgrounds e.g. from blood can mask useful biochemical signals. The nature of the samples also means 
that it is not possible to include all cell types in the training of the classifier. Any classification algorithm 
will therefore need to be able to account for this during prediction of unknowns. In this work we 
investigate the use of robust covariance matrix estimators to make the training of classifiers such as LDA 
less sensitive to low quality and/or outlying spectra. Furthermore we develop our algorithm using a soft-
classifier [2] to allow for previously unseen tissue types. We demonstrate our approach using an existing 
study in which we used Raman spectroscopy to detect primary and secondary cancers in the lymph nodes 
of the head neck ex vivo [3]. 
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The effects of radiation on polymeric materials are a topic of concern in a wide range of industries 
including the sterilization [1], and the nuclear power industry [2]. While much work has concentrated 
on systems like polyolefins that are radiation sterilized [1], some work has been done on epoxy systems 
[3]. The epoxy system studied is an epoxy/amine paint which is representative of the paint that recovers 
the inner surfaces of the French reactor containment buildings. In case of a severe accident in a nuclear 
power plant, a significant amount of fission products can be released from the nuclear fuel to the 
reactor containment building. Among these species, volatile iodine (I2) can be produced and can 
interact with the epoxy/amine paint. This paint is also subjected to gamma radiation damages (due to 
the radionuclides released from the fuel). The epoxy/amine paint studied was exposed to gamma 
radiations under air after being loaded with I2 or not. Aging of material submitted to γ-irradiation can 
be monitored by spectroscopic methods such as Raman spectroscopy.  
The aim of this study is to characterize the iodine-paint interactions, then to identify the radiation 
damages on the epoxy-amine paint, and to check their effects on the iodine-paint interactions. Some 
recent works show the potential of multiblock methods as ANOVA-PCA or COMDIM for such studies 
[4]. 
Factors studied are thus the integrated radiation dose and the chemical loading by I2. Spectral 
differences caused by several aging processes are studied. AComDim conduces to the extraction of 
Common Components (CC) to different tables and highlights factors of influence and their interactions. 
 
Keywords: gamma irradiation, iodine, paint, ACOMDIM, Raman 
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The characterization of the changes produced on an organism due to the exposure to an environmental 
stress are usually performed by destructive techniques (e.g. HPLC-MS, immunoassays...) [1]. 
Hyperspectral imaging (HSI) techniques provide spatial and chemical information and preserve the 
natural morphology of the samples. These properties may allow HSI to be a potentially useful 
methodology in this kind of studies. HSI methods have been proposed in several studies to differentiate 
tissues, e.g. healthy and tumor or inflamed tissues [2]. HSI analysis requires the use of multivariate 
chemometric techniques in order to handle and interpret the large quantities of data obtained from the 
raw spectral signals. Multivariate curve resolution-alternating least squares (MCR-ALS) is often used in 
hyperspectral image analysis because it can provide the pure spectral signatures and distribution maps of 
compounds in a sample from the raw image measurement and it does not need previous information [3]. 
In this work, several Raman HSI have been acquired on zebrafish embryo tissue cryosections in order to 
assess the effect of chlorpyrifos-oxon (CPO) (a metabolite of the pesticide chlorpyrifos) on zebrafish eye 
tissues. Zebrafish embryos are genetically identical and have been obtained by natural breeding. Some 
of the embryos have been exposed to CPO during 24h and the rest have been used as control samples. 
HSI from either control or contaminated samples have been analyzed together in two separate column-
wise augmented multiset structures related to each sample population by MCR-ALS. Pure spectral 
signatures and distribution maps obtained for each population multiset (control and contaminated) have 
been visually compared for a qualitative interpretation of the effect of the contaminant. 
On the other hand, a new and sounder statistical approach to perform partial least squares-discriminant 
analysis (PLS-DA) on HSI data is performed. This new approach consists of a pixel resampling of the 
images that form each class multiset, control or contaminated, to obtain many small multisets that contain 
representative pixels from all the images. MCR-ALS is performed on all these small multisets. The 
matrix submitted to PLS-DA is formed by the sets of pure spectral signatures resolved for each 
component tissue in the resampling step for each one of the classes. In this way, there are as many PLS-
DA models as analogous components resolved in both the control and exposed sample populations. The 
classification parameters achieved can be used to assess the significance of CPO exposure on the different 
zebrafish eye tissues and the variable importance in projection (VIPs) is the chosen criterion to indicate 
the most important Raman bands related to this effect. 
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This study aims at assessing the relative performance and range of applicability of two linear methods 
for spectral unmixing and curve resolution: Multivariate Curve Resolution – Alternating Least Squares 
(MCR-ALS) and Band-Target Entropy Minimization (BTEM). MCR-ALS [1,2] performs a factorization 
of the data matrix into spectral and concentration profiles that satisfy constraints expressing the physico-
chemical knowledge on the analyzed system. BTEM [3] reconstructs the pure components’ spectral 

profiles as linear combinations of loadings that minimize the spectral entropy and contain specific peaks. 
Both methods have been applied to several different analytical problems, but to date there has been no 
systematic investigation on understanding the suitability of both methods for the different data typologies 
and problems of interest. 
 
In the present work, this question is addressed by applying the two mentioned methods to data sets that 
include diverse instrumental signals (IR, Raman, UV-Vis, MS, etc.) and experimental problems (images, 
chromatograms, reaction monitoring, etc.). In addition to comparing results obtained from existing 
algorithms, this study explores the possibility of incorporating aspects of BTEM into the MCR algorithm, 
in the scope of developing an approach that combines advantages of both methods. 
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Multivariate curve resolution with alternating least-squares (MCR-ALS) [1] aiming to decompose 
Raman spectra in order to identify possible intracellular targets for [Cu(ISA-EPY)(H2O)], a complex 
with antitumoral activity. Confocal Raman hyperspectral images were acquired from living HeLa cells, 
following treatment with the complex and without, as control. Spectra were obtained in a WITec alpha-
300R equipment using frequency-doubled Nd:YAG (λ= 532 nm) and an oil immersion objective (100x, 
N.A= 1.25). The area was scanned in the xy direction with a piezo-driven xyz feedback controlled scan 
stage. 
Data were pre-processed with Weighted Least-Squares (WLS) and smoothing (5 pt window) procedures. 
MCR-ALS method was applied using the MCR-ALS toolbox V. 2.0 on Matlab R 2013a. The number of 
constituents was estimated using singular value decomposition (SVD) and its respective profiles were 
calculated by SIMPLe-to-use Interactive Self-modeling Mixture Analysis (SIMPLISMA).  Three factors 
(F) were found for control cells in all cases (Fig1, left), with remarkable differences around 3000 cm-1 
where C-H stretching bands are expected [2]. Images showed F1 mainly describing the nucleus, F2 
corresponding to lipid- or phospholipid-rich regions in the cytoplasm and F3 showing the aqueous 
medium distribution, while for treated cells (Fig 1, right), only two factors were calculated. An interesting 
feature observed is the clear absence of the nucleus and the fact that corpuscles in the cytoplasm are 
apparently not affected by the drug. Further calculations using an initial estimate that included the nucleus 
profile, allowed to detect its residuals indicating drug-induced cellular death (Image not shown). Raman 
imaging along with MCR-ALS have given insight to possible targets where the antitumoral is causing 
cell damage and allows to complement studies focused on elucidating its mechanism of action inside cell 
systems.  

 
Figure 1. Raman images and calculated factors from MCR-ALS of HeLa cells without treatment (left) 
and after treatment with [Cu(ISA-EPY)(H2O)] (right). 
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Colorectal cancer is a major worldwide cause of morbidity and mortality. It is the third most 

common cancer and the fourth most common cause of cancer death throughout the world. It affects men 
and women almost equally. Neoadjuvant treatment is the standard of care for colorectal cancer. The use 
of preoperative chemotherapy combined with surgery of the primary tumor and/or liver metastasis has 
been shown to improve the 5-year survival rates of up to 50% and even complete recovery in some 
patients. In the absence of the surgery, 100 % of patients will relapse and become resistant to 
chemotherapy.  

Nowadays, MALDI Imaging mass spectrometry is frequently used in tissue-based research [1]. 
The great advantage of MALDI Imaging is the correlation of molecular information with traditional 
histology by keeping the spatial localization information of the analytes during mass spectrometric 
measurement. The combination of mass spectrometry profiles with spatial information helps to 
investigate and understand molecular processes happening in specific cells and tissues. MALDI Imaging 
mass spectrometry can generate MS profiles containing hundreds of distinct biomolecular ions. In order 
to achieve the distribution of these biomecular ions and demonstrate the significant spatial heterogeneity 
that can be present in the biomecular ion distribution the use of chemometrics tools is necessary. 
 The aim of this study is to demonstrate that the combination of MALDI Imaging mass 
spectrometry with chemometric tools allows investigation of tumor heterogeneity, identifying molecular 
phenotypes that can drive tumor progression, and correlate these data with each patient’s progression. 
With this purpose and as preliminary study, human colon adenocarcinoma cell lines sensitive HCT116 
(S) and resistant HCT116-SN50 (R) to iriontecan, were used as a model of experimental tumors. 
Clonogenic tumor xenographs were generated by subcutaneous injection of both unique cell line on 
athymic mice whereas a model of heterogeneity was created injecting various mixture of (R) and (S) 
HCT116 clones. Tumors were then collected, sliced, and analyzed by MALDI Imaging mass 
spectrometry. Factor analysis methods such as principal component analysis (PCA) and multivariate 
curve resolution-alternating least squares (MCR-ALS) [2,3] were used in order to recover the molecular 
distribution patterns within these experimental tumors. Potential identification of R and S populations 
without any molecular knowledge in advance will be tested.  
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Improved understanding of the biochemical processes that occur in a bioreactor is of great importance 
for process optimization. The chemical composition of microorganisms can be linked to their 
morphological and physiological state. This information is crucial for operators to optimize product yield 
and reduce production costs escpecially in downstream processing which usually is the most expensive 
part in a pharmaceutical production line. An improved understanding of the biochemical processes in a 
bioreactor may lead to prevention or reduction of undesired by-products. Also, bioreactors can be 
operated more efficiently at an optimal work load. 
The filamentous fungus Penicillium chrysogenum is famous for producing the β-lactam antibiotic 
penicillin [1]. In order to improve process control at a very early stage the quality of spore inoculum is 
of great importance. Knowledge about the viability and germination ability of spores is crucial for 
adapting C-source rate, stirrer velocity, oxygen rate,.. and other process parameters needed for optimal 
growth and production condition and regulation. 
Using Raman spectroscopy as label-free, non-invasive analytical tool for accessing the necessary 
information to differentiate living from dead spores, chemometric methods such as clustering and PCA 
were applied to see if the wanted information could be extracted from the vibrational fingerprint region 
of the investigated spore sample. In a next step, a PLS-DA model was established based on a calibration 
set of approx. 170 single spectra (each spectrum representing one single spore). For the validation set 
consisting of 90 single spectra 5 misclassifications (4 living and 1 dead spore) were detected (Fig. 1). 
Applying the model to another data set shows 98% correct class assignment. 
Based on this model, an automated sceening method can be developed paving the way towards label-
free, non-invasive in-situ investigation of the spore inoculum’s quality. 
 

a) b)  
Fig. 1 a) Calibration and validation set of PLS-DA with 3 latent variables showing 5 misclassified spores in the validation set 
(red: living spores, green: dead spores); b) VIP scores indicating importance of spectral features 
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Chemometrics has been proved to be an excellent complementary tool in several research fields. In 
combination with advanced instrumentation technology, it could significantly improve the performance of 
analytical methods. In the analysis of protein secondary structure by infrared spectroscopy, the limits of the 
method are defined by the high absorption of the solvent (i.e. water) as well as the low emission powers of 
the thermal light sources commonly employed in conventional FTIR spectrometers. Recently, a novel IR 
transmission setup has been developed, employing an external cavity-quantum cascade laser (EC-QCL) as 
light source that provides spectral power densities several orders of magnitude higher than thermal sources. 
In spite of being commercially available, these new light sources still suffer from imperfections in the tuning 
mechanism and shifts in the mode-hope fine structure of the emission curve within consecutive scans. To 
overcome this constant and variable offset between scans, correlation optimized warping (COW) was applied. 
This well-known algorithm, previously employed for spectra and chromatographic peak alignment, is here 
used to eliminate high noise levels in absorbance spectra obtained by QCL-IR spectroscopy [1]. 
Furthermore, to showcase the potential and quality of the IR absorbance spectra obtained by QCL-IR 
spectroscopy, dynamic changes of proteins secondary structure in aqueous solution were studied at varying 
pH values and across a wide concentration range. To this end, extended-MCR-ALS was employed. Pure 
spectral and concentration profiles of the temporal transition between different protein conformational 
structures were obtained [2]. 
We successfully demonstrate the application of COW to significantly reduce the noise level in IR spectra 
acquired with EC-QCL, thus getting this novel type of light source ready for routine measurements. The high 
quality of the obtained spectra has allowed to build chemometric models for describing dynamic protein 
secondary structure changes at varying experimental conditions. 
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With the advent of 3rd generation synchrotron radiation facilities allowing a sub-second time resolution 
in the monitoring of kinetics by X-ray Absorption Spectroscopy (XAS), experimentalists can now 
access a deeper and more accurate temporal description of the chemical species involved in such 
processes provided that the data analysis bottleneck has been overcome. Time-resolved XAS beamlines 
users indeed have to face a huge amount of data in a couple of minutes, making the common strategy of 
XAS data evaluation, reduction and analysis quite inefficient. New tools must be proposed to users in 
order to interactively optimize the outcome of an experiment carried out at the beamline. In this 
context, chemometric tools combining Principal Component Analysis (PCA) and Multivariate Curve 
Resolution optimized with Alternating Least Square (MCR-ALS) fitting are emerging as a powerful 
method to quantify and extract spectra of intermediate species from XAS spectra of evolving mixtures 
upon reaction [1-6]. By accessing pure spectra, the gain of such chemometric tools can be sometimes 
unique insofar as those spectra are related to chemical species which are often different from the known 
bulk phases, for which XAS spectra are reported in the literature. This is particularly true in the field of 
heterogeneous catalysis involving nanometric phases well dispersed on a support. Thanks to the local 
order structure extracted from further analysis of the XAS data of the MCR-ALS components, the 
identification of these particular nanometric species is highly facilitated. At the ROCK beamline of 
SOLEIL synchrotron, a user-friendly interface has been recently developed to handle large amounts of 
data collected upon reaction monitoring. Normalized matrices of several hundreds of absorption spectra 
are quickly generated after data recording, and are then directly suitable as input files for MCR-ALS 
analysis available on the Matlab platform using free toolboxes developed by Tauler’s group [7]. A 
preliminary analysis can thus be performed during the beamtime, allowing an optimization of the 
following experiments in light of the first results. 

In this poster, a description of the tools for Quick-XAS pre-data normalization treatment used at the 
ROCK beamline will be presented. The importance of robust energy data alignment procedures for the 
output of PCA analysis will be discussed. The critical choice of methods for guessing the input of 
minimization loops will be examined on selected Quick-XAS data sets acquired upon monitoring the 
activation of heterogeneous catalysts.  
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Adulteration and mislabelling, whether economically-motivated or accidental, are reported to be 
widespread practices in the food industry. Manufacturers rely on certificates of analysis provided by 
suppliers and may also perform additional analytical tests, which are expensive, time consuming and 
require sample preparation.  Near Infrared – Hyperspectral Imaging (NIR – HSI) and Raman 
Hyperspectral Imaging (Raman HSI), emerging analytical techniques for non-destructive fast analysis, 
were investigated in combination with chemometric techniques, (Principal Component Analysis (PCA), 
Partial Least Squares Regression (PLS) and Multivariate Curve Resolution (MCR)), to assess their 
potential to detect adulteration of food ingredients [1,2]. Binary mixtures of Corn Flour – Icing Sugar 
(CF – IS), Rice Flour (RF) – Wheat Flour (WF) (RF-WF) were obtained by mixing samples at different 
concentrations (0, 10, 20, 30, 40, 50, 60, 70, 80, 90 and 100 % (w/w)). NIR – HSI images were 
acquired in the wavelength range of 880 to 1720 nm at 7 nm intervals using a line scanning NIR HSI 
system. Raman HSI images were acquired at the Raman shift range of 106.94 to 2369.11 cm-1 using a 
Raman imaging system with 785 nm line laser as excitation source. PCA was employed to analyse the 
variability in spectral data, while PLS and MCR models were developed to predict concentrations of 
the components present. This work demonstrates the potential of both NIR-HSI and Raman HSI as 
suitable techniques for adulteration detection within the studied contaminant and concentration range.  
 
Acknowledgement: The authors acknowledge funding for this project from FIRM as administered by the Irish Department 
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Fourier transform infra-red (FT-IR) imaging is supposed to become a versatile tool for the investigation 
of biological materials [1]. However handling huge data sets provided by state of the art FT-IR imaging 
systems is still an area of ongoing research.  
 
The aim of this poster is to provide a hands-on practical comparison of different explorative approaches 
currently used by spectroscopists to access information from IR data. In order to do so a high quality 
hyperspectral image of a tissue section is processed with different approaches and the outcome of all of 
those techniques is compared. Furthermore the influence of the assumptions made in different algorithms 
will be evaluated. 
 
A major challenge for handling IR data sets is their mere size, though cloud and out-of memory 
computing techniques exist, as well as the use of super computers is possible, this is not feasible to use 
for everyday applications. Therefore, the memory requirements of a workflow are an issue which needs 
to be considered as well as computation time in order to be applicable for biomedical imaging.      
     
Techniques which will be evaluated for these requirements are principal component analysis (PCA), the 
k-means algorithm, the N-FINDR algorithm [2] as well as multivariate curve resolution alternating least 
squares (MCR-ALS) based techniques [3].  
 
Acknowledgement: Funding within the scope of Horizon 2020 by the European Union is highly appreciated. This work was 
conducted as part of the Mid-TECH Marie Curie innovative training network [H2020-MSCA-ITN-2014- 642661]. 
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This paper proposes a new methodology for the identification of mixed substances, which combines the 
results of a computational analysis of chemical and biochemical data obtained from three analytical 
techniques: Gas Chromatography (GC), Ultraviolet Spectrometry (UV) and Thin Layer Chromatography 
(TLC). With this methodology, the identity of mixed substances is determined with greater efficiency 
and effectiveness due to a template selection procedure. First, the output data extracted from these 
analytical techniques is properly normalized, aligned and transformed with the goal of obtaining 
comparable spectra for each technique. Then, an exploratory data analysis procedure is applied for 
discovering groups or classes of mixed substances that provide evidence concerning their families; 
whether it is according to their common industrial or craft processing, areas of crops in cases of plant 
extracts, date of production, etc. Finally, a refinement step is proposed based on the entropy of each 
group of samples aiming to remove the less significant samples from each group, which allows to 
improve the quality of the training set for further classification. The experiments conducted show the 
validity of the proposal, showing an improvement of the classification results for each analytical 
technique once the entropy-based template selection is applied. 
 
KeyWords: Exploratory data analysis, entropy-based template selection, mixed substance 
identification.



P-210 
 

Using a neural network and concentrations of calcium and oxalates to predict 
crystalluria type 

 
A. Ait Ider1, C.Tcheka2, A. Ben Ali3, M. Maaouni 1A. Merbouha1 and M. Mbarki1 

 
1 University of Sultan Moulay Slimane, Faculty of Science and Technology, P.B 523, BeniMellal, Morocco 
2 University of Yaoundé 1, Faculty of Science, P.B 812, Yaounde, Cameroun. 
3 National Control Laboratory Medicines,Ministry of Health, Madinat Al Irfane, P.B 6206, Rabat, Morocco. 

Email: a.aitider@usms.ma  
 

The majority of the analyzed calculi from patients are composed of calcium oxalate (CaOx) monohydrate 
whewellite (Wh) and CaOx dihydrate wedellite (Wd). The urinary calculi were identified by chemical 
and morphological analysis based on106 urine samples from human voluntary. The Crystalluria made by an 
optical polarized light microscopy. The oxaluria and urinary calcium were determined by conventional volumetric assays. 
The aim of this paper was to develop a simple system to predict and classify the type of crystalluria using Artificial Neural 

Networks (ANNs) algorithm. 
 
Key words: calcium oxalate; urinary calculi; Artificial Neural Networks. 
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Urolithiasis is a common disease that affects from 4 to 20% of the population in different countries. This 
pathology requires a lot of multidisciplinary research to understand its etiology and its possible 
etiopathogenic mechanisms responsible for the formation of urinary stones. 
This work is on the research of the etiological parameters that contributes to the urinary stones 
development by chemical analysis, physical technics and using chemometric methods. 
30 urinary stones collected just after their surgical removal, from both sexes. At first, the stones have 
been cleaned, dried, ground and were the subject of a morpho-constitutional analysis. A powder X-ray 
diffraction, Fourier Transform Infrared Spectrophotometry and the Stereomicroscopy-Optical Polarizing 
Light Microscopy have been used. 
Physical and statistical methods are not very used to diagnose urolithiasis while they can give, with only 
a small investment and minimal time, spectacularly reliable results when used together and rationally. 
 
Keywords : X-ray diffraction, Optical Polarizing Light Microscopy, chemometrics. 
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  For the rapid measurement of a complex analyte using near-infrared (NIR) spectroscopy, appropriate 
wavelength selection is an important and albeit difficult aspect, which is essential for improving 
prediction performance, reducing model complexity and designing small dedicated spectrometers with a 
high signal-to-noise ratio. 
  Equidistant combination partial least squares (EC-PLS) method [1,2] focused on the choice of the 
combination of equidistant wavelengths by using initial wavelength, number of wavelengths and number 
of wavelength gaps as the parameters, which covers moving-window PLS (MW-PLS) in term of the 
wavelength screening algorithm. Due to the low degree of freedom of the parameters, EC-PLS can 
achieve the ergodic choice of wavelength combination in large range. Under statistical consideration, the 
equivalence model set was proposed based on EC-PLS. Those wavelengths appear in the equivalent 
model set were selected and sorted according to their repetition rate. A further wavelength selection 
method, called repetition rate priority combination PLS (RRPC-PLS), was thus proposed and 
successfully applied to NIR analysis of soil organic matter. The successive projections algorithm PLS 
(SPA-PLS) and EC-PLS, which are well-performed wavelength selection methods, were also conducted 
for comparison. A rigorous process based on the various divisions of calibration and prediction sets was 
performed to achieve modeling optimization with stability. 
  The results of the prediction performance showed that the optimal SPA-PLS model (28 wavelengths) 
was significantly superior to the full PLS model (860 wavelengths); the optimal EC-PLS model (48 
wavelengths) was superior to the optimal SPA-PLS model. While the optimal RRPC-PLS model (39 
wavelengths) was further superior to the optimal EC-PLS model in two aspects of prediction performance 
and model complexity. Thus, the RRPC-PLS is the good improvement on EC-PLS, which can be more 
effective to extract the information wavelengths and remove the redundant wavelengths. 
  It is very interesting to note that the RRPC-PLS method also found a simpler and high performance 
model with nine wavelengths for soil organic matter, which provided valuable reference for development 
of small and dedicated spectrometer. We believe that proposed method has such applicability and can be 
applied to other fields. 
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Livestock breeders and the dairy industry are showing increased interest in high-throughput methods 
for milk phenotyping. Vibrational spectroscopic techniques are widely used throughout all stages of 
food production and have also been proposed as a method for milk phenotyping. A number of previous 
studies reported successful prediction of individual fatty acids and protein fractions from Fourier 
transform infrared measurements of milk. However, the regression vectors for such phenotype 
regression models are estimated in the direction of the signal of interferents such as total fat and protein 
content. Hence, the predictions are trapped in a cage of covariance with the major milk constituents. 
The prediction models for detailed milk composition are not thus based on causal relationships and this 
may seriously compromise calibration robustness.  
 
Sanchez and Kowalski [1] identified the regression vector for a given analyte as a contravariant vector. 
Hence, the regression vector is the part of the analyte signal orthogonal to the signals of the interferent 
species. If signals of the interferents vary, then based on the orthogonal constraint the regression vector 
for the analyte contravaries [1,2]. This is essential in order to obtain predictions of the analyte 
independent of the interferents. 
 
Figure 1 sketches the basic idea on how to investigate whether predictions of a given analyte, a, are 
independent of an interferent component, k1. If the estimated regression vector, bhat, has predicting power 
for the signal of a and is orthogonal to the signal of k1, bhat will also have predicting power for the signal 
of a-k1 (that is, the signal of a orthogonalized with the signal of k1) as shown in Figure 1A. Figure 1B 
illustrates an example where bhat is estimated (partly) in the direction of k1. Hence, the predictions of a 
are dependent on k1. Then it is found that bhat has limited predicting power for a-k1 and this reveals that 
the predictions of a are dependent of k1. 
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MicroRNA molecules (miRNAs) are a class of small, single-stranded, non-coding RNA molecules that 
regulate cellular messenger RNA and their corresponding proteins. Extracellular miRNAs circulate in 
the bloodstream inside exosomes or in complexes with proteins and lipoproteins. The miRNA sequences 
and they quantitative levels are used as unique signatures associated with cancer diagnosis and prognosis 
after anticancer treatment. MicroRNAs are modified through a series of processing events after 
transcription like 5´-end phosphorylation, 3´- end adenylation or uridylation, terminal nucleotide 
deletion. The problem is that existing bioanalytical methods such as microarrays and a quantitative 
polymerase chain reaction are sensitive, but not capable of identifying the posttranscriptional 
modifications of miRNA. Here we report a Capillary Electrophoresis-Mass Spectrometry (CE-MS) 
method, which performs a multiplex, direct analysis of miRNAs from biological samples. Using the CE-
MS method, we detected two endogenous human circulating miRNAs, a 23-nucleotide long 5´-
phosporylated miRNA with 3´-uridylation (iso-miR-16-5p) and a 22-nucleotide long 5´-phosporylated 
miRNA (miR-21-5p) isolated from B-cell chronic lymphocytic leukemia serum. The CE separation and 
following MS analysis provides label-free quantitation and reveals modifications of miRNAs.  
MicroRNA profiling of serum samples with CE-MS has the potential to be a versatile and minimally 
invasive bioassay that could lead to better clinical diagnostics and disease treatment. 
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Ghassemi Farbord P-034

Gibert Oriol P-147

Gierlinger Notburga O-26

Giménez López Estela P-084

Gines Silvia P-085

Goicoechea Hector C. P-121, P-144, P-145, P-170, P-205

Goicolea M. Aranzazu P-080

Gomes José Messias P-055

Gomez Cécile O-06

Gonçalves Roberto P-125, P-126

Gondim Carina S. P-126

González Susana P-057

González Bosch Josep Maria P-040

González-Casado Antonio P-120

González-Sáiz J.m. P-119

Goodarzi Mohammad P-139

Gorretta Nathalie O-32

Gorrochategui Eva P-067

Gottlieb Cassian P-190

Govaerts Bernadette O-19

Gowen Aoife P-167, P-207

Gowen Aoife A. O-30

Grabowski Ireneusz P-076

Granados Mercè P-147

Grobério Tatiane P-071

Groenning Minna O-38

Grootveld Kerry P-127

Grootveld Martin P-127

Grothe Sven P-190

Guamán Balcázar Maria Del Cisne P-108

Guardiola Francesc P-115

Guhan Jayaraman P-188

Guilment Jean P-061

Guo Shuxia P-161

Hagenhoff Birgit P-194, P-195

Hakemeier Thomas P-038

Haller Dirk P-089

Hansen Per Waaben O-56

Hanson Joshua O-15

Harms Amy P-038

Harren Frans O-55

Harrington Peter O-46

Heider Emily P-170

Heinke Ralf P-161

Heller Danica P-194, P-195

Henriques Amélia Teresinha P-141, P-146

Hermes Michael P-208



SURNAME NAME PRESENTATION CODE

Hernández-Cassou Santiago P-109

Herranz Fatima O-38

Herrera Agustín P-143

Herrero Ana P-049

Herrero-Langreo Ana O-32

Herwig Christoph P-204

Hidalgo Míriam P-109

Hidalgo Serrano Miriam P-130

Hodnett Kieran P-164

Hoefsloot Huub C.J. O-18

Hopke Philip O-33, P-136

Hou Ta P-059

Hron Karel O-23

Hubert Philippe P-007

Ibañez Gabriela P-137

Ibáñez Lourdes P-090

Ioele Giuseppina P-149, P-150

Izadmanesh Yahya O-36, P-011

Jacobs Doris O-52

Jakmunee Jaroon P-015

Jančić-Stojanović Biljana P-004, P-005

Jansen Jeroen O-48, P-024, P-027, P-028, P-031, P-093

Jansen Jeroen J. P-080

Jansson Pim P-127

Jaumot Joaquim P-068, P-082, P-085, P-135, P-172

Jean Guilment O-12

Jimenez Rodrigo P-158

Jiménez Soto Juan-Manuel O-40

Jiménez-Carvelo Ana María P-120

Johnson Kevin P-012

Juerss Annekathrin P-179

Kalivas John P-017

Kamali Naghmeh P-164

Kantner Wolfgang O-41, P-051

Kaowphong Sulawan P-018

Karakach Tobias P-189

Karrer Andrea P-177

Kassenböhmer Rainer P-178, P-180

Kendall Catherine P-198

Kerkenaar Harmen H.M. P-062

Khan Nasrin P-214

Kharbach Mourad P-132

Khaydukova Maria P-035

Kiers Henk A.l. O-18

Kim Inyoung O-34

Kirsanov Dmitry P-035

Kittiwatchana Sila P-015, P-018

Kitzberger Cíntia Sorane Good P-133, P-134

Klein-Júnior Luiz Carlos P-141, P-146

Knapp Adam P-012

Koch Cosima P-204

Koeman Mike P-031

Koetz M.M. P-141

Kohler Achim O-13, O-39

Koidis Anastasios P-036

Körsgen Martin P-178

Kotwica Andzelika P-100



SURNAME NAME PRESENTATION CODE

Koussissi Elisabeth P-112

Koval Slavik P-038

Krafft Christoph O-13

Krakowska Barbara P-076

Krongchai Chanida P-015, P-018

Kucheryavskiy Sergey P-023

Kuligowski Julia P-079, P-123, P-204

La Fontaine Camille P-206

Lacorte Sílvia P-067, P-069, P-149, P-150

Lagkouvardos Ilias P-089

Lallemand Jordane O-12, P-061

Lam Chloie O-52

Larrechi M Soledad P-196

Larroque Christian P-203

Laurentino Alves Julio Cesar P-181

Le Dréau Yveline P-118

Leal Ana P-052

Leal Silane Flor De Liz Da Silva P-133

Leardi Riccardo P-094

Leça João Micael P-052, P-053, P-054

Lee Thomas P-089

Leffers Larissa P-195

Legin Andrey P-035

Leiva Karla P-083

Lendl Bernhard P-123, P-204, P-205

Li Boyan P-166

Li Jian-Feng P-019

Li Peiwu O-24

Li Zhongfeng P-073

Li Vigni Mario O-42, P-191

Liang Yizeng P-029

Libânio Marcelo P-154

Lima Lívia P-153

Lima Suzana P-045

Lin Wei-Yu P-157

Lindedam Jane O-07

Lissorgues Gaelle P-034

Liu Linqi P-122

Liu Ya_juan P-028

Lleó García Lourdes P-111

Lloyd Gavin Rhys P-198

Lobaton Villa Javier Erick P-176

Lobo Fabiana Aparecida P-055, P-056

Lombana Oscar Libardo P-158

Lopes João A. P-119

López-Ureña Sergio P-006, P-014

Loza-Alvarez Pablo O-27, P-200

Lu Shaohua O-51 

Lucio Marianna P-081, P-088, P-089

Ludeña Mishell P-108

Lughofer Edwin O-41

Lugo-Melchor Yadira P-117

Luoma Pekka P-050

Maaouni Mohamed P-210, P-211

Maciá-Fernández Gabriel O-14

Magalhães Dias Júlio César P-092

Maia Kelly P-154



SURNAME NAME PRESENTATION CODE

Maia Mariza P-102

Maldonado Jimmy P-108

Malli Birgit P-050, P-051

Mallon Timothy O-33

Mamián López Mónica B P-202

Marcelloni Anna Maria P-151

Marco Santiago O-40

Marín Marc P-149, P-150

Marini Federico O-44, P-103, P-151, P-175

Marques José C. P-053

Marques José Carlos P-052, P-054

Marques Teixeira Orivan Maria P-140

Marquez Cristina P-124

Marro Mónica O-27, P-200

Martin Francis L. P-067

Martin Jordi P-057

Martineau Pierre P-203

Martinez Ekaitz O-54

Martinez Del Rincon Jesus P-036

Martínez-Díaz Yoanna P-209

Martins Sara O-55

Martyna Agnieszka O-22, P-065, P-074, P-075

Mas Silvia P-203

Mathias Sawall O-49

Mbarki Mohamed P-210, P-211

Mc Ardle Patrick P-164

Medenica Mirjana P-004

Medina-Rodríguez Santiago P-070

Meeks Campbell P-097

Meléndez María Elena P-022

Melenteva Anastasiia O-53

Melo Nathalie Ferreira Silva De P-055

Mendiola-Lau Victor M. P-209

Merbouha Abdelkarim P-210

Mestres Montserrat P-131

Michalke Bernhard P-081, P-088, P-089

Michalska Aleksandra O-22, P-065

Mikkelsen Jørn Dalgaard O-56

Mironov Gleb P-214

Mišković Stefan P-004

Monago Maraña Olga P-098

Monakhova Yulia O-50

Montagnier Safia P-061

Montañés Elena P-032

Monteiro Robson P-186

Montemurro Milagros P-121, P-144, P-145

Moreno-Rojas Jose Manuel P-091

Moumtaz Sarah P-127

Moyano Encarnación P-110

Mujumdar Nirvani P-170

Muñoz De La Peña David P-170

Muñoz De La Peña Castrillo Arsenio P-098, P-170

Næs Tormod O-05

Nallala Jayakrupakar P-208

Nascimento Rafael P-153

Natschläger Thomas P-050, P-051

Navarro-Huerta José Antonio P-002, P-003, P-014



SURNAME NAME PRESENTATION CODE

Navarro-Reig Meritxell P-135

Navas Natalia P-070, P-143

Naz Shama P-082

Neerincx Anne O-48

Neocleous Tereza P-065

Neth Katharina P-081, P-088

Neymeyr Klaus O-01, O-49, P-013, P-179

Niedziółka-Jönsson2 Joanna P-187

Ningrum Andriati P-107

Nørgaard Lars O-56

Nouri Maroua O-32

Nunes Pinto Paracampo Nádia Elígia P-140

Núñez Oscar P-109, P-110

Oca María Leticia O-35

O'Donnell Colm P. O-30, P-207

Ofner Johannes P-204

Ohurogo Richard P-127

Olabarrieta Idoia O-54

Oleneva Ekaterina P-035

Oliveira Ana Flávia P-133

Oliveira Isadora P-102

Oliveri Paolo P-171

Olivieri Alejandro C. P-174

Oller Moreno Sergio O-40

Olmos Victor P-200

Ortiz María Cruz O-35, P-022, P-048, P-049, P-103, P-104

Ortiz-Villanueva Elena P-068

Orzeł Joanna P-076

Ouaini Naim P-128

Ouizem Zina P-168

Paba Emilia P-151

Paci Enrico P-151

Palací-López Daniel P-046, P-062

Palma Miguel P-105

Pan Tao P-212

Panchuk Vitaly P-035

Paolini Julien P-118

Pardo Antonio O-40

Pardo Almudí Rafael P-156

Park Eun Sug O-34

Parmar Devki P-127

Parra Sonnia P-152

Parra Borderías María P-130

Párta László P-086

Pasamontes Alberto P-038

Páscoa Ricardo N. M. J. P-119

Pasquini Celio P-072

Pawlak-Lemańska Katarzyna P-116

Pawliczek Marcin O-41, P-050, P-051

Pedroza Ricardo P-042

Pellegrino Vidal Rocío P-137

Pelster Andreas P-178

Percival Benita P-127

Perego Patrizia P-094

Pereira Ana Cristina P-052, P-053, P-054

Pereira Claudete P-058

Pereira Vanda P-054



SURNAME NAME PRESENTATION CODE

Pereira Do Amaral António Luís P-148

Pereira-Caro Gema P-091

Perera Alexandre P-090

Perez Izaskun O-54

Pérez Irene P-048

Pérez Rocío Laura P-098

Pérez Rodrigo P-047

Pérez-Castaño Estefanía P-120

Pérez-Del-Notario Nuria P-119

Pérez-Robles Raquel P-070

Perrine Dubuc O-12

Pimentel Maria Fernanda P-045, P-072, P-192

Piña Benjamín P-066, P-200

Piqueras Solsona Sara P-193

Pirro Valentina P-074

Pizarro Consuelo P-119

Platikanov Stefan P-057

Polyakov Victor P-023

Pomerantsev Alexey P-016

Pont Laura P-085

Popović Igor P-005

Popp Jürgen O-13, P-161

Poppi Ronei Jesus P-092, P-099, P-140, P-162, P-176, P-181,

Possas Abreu Maira P-034

Postma Geert P-028, P-080

Postma Geert J. P-062

Prats Mateu Batirtze O-26

Puig-Castellví Francesc P-066

Puignou Lluís P-109

Qannari El Mostafa O-08

Quevedo José Ramón P-032

Quintás Guillermo P-079

Quinteiro Andreia P-148

Quiroz Waldo P-152

R Mortensen Asmus P-060

Rabi Souad P-211

Ragno Gaetano P-149, P-150

Rahbek Jesper P P-060

Ramirez-Lopez Leonardo P-033

Ramis-Ramos Guillermo P-138, P-155

Rega Barbara P-129

Reguera Celia P-049

Reinke Stacey N. P-082

Reis Marco P-052, P-053

Reis Marlon M. O-54, P-177

Reischer Thomas O-41, P-051

Ren Lei P-122

Ribas Rogério P-186

Ribeiro De Castro Eustáquio Vinicius P-092

Richter Pablo P-083

Rinnan Åsmund O-07

Robayo Molina Iván P-182

Rodionova Oxana P-016

Rodrigues Pedro P-053

Rodriguez Raquel O-54

Rodriguez Turienzo Laura P-130

Rodriguez-Campos Jacobo P-117



SURNAME NAME PRESENTATION CODE

Roger Jean-Michel O-06, O-32

Rogez Hervé P-175

Roggo Yves O-28, P-007

Romão Wanderson P-092

Romero Agustí P-115

Roque Jussara P-102, P-186

Rosales Alejandro P-130

Roudenko Olga P-206

Rousseau Lionel P-034

Roussel Sylvie P-061

Roźniecka Ewa P-187

Ruckebusch Cyril O-25, P-160, P-173

Ruisanchez Itziar P-124, P-125, P-126

Ruiz Facundo P-111

Ruiz-Moreno María José P-091

Ruiz-Rodado Victor P-127

Ruíz-Samblás Cristina P-120

Rutledge Douglas N. O-08, P-128

Ryder Alan G. O-31, P-166

Sabate Reboll Josep P-096

Saccenti Edoardo O-09, P-009

Saccenti Eduardo O-52

Sáez Pedro P-083

Said Mohammed El Amin P-008, P-169

Saitua Eduardo O-54

Sajdak Marcin P-163

Salavera Daniel P-196

Saldanha Honorato Ricardo P-072

Sales Rafaella P-045

Salgó András P-086

Salomone Alberto P-074, P-075

Salton Juliana P-141, P-146

Samino Sara P-090

Sanchez Alicia P-080

Sánchez M. Sagrario P-048

Sánchez-Illana Ángel P-079

Sanjuan-Herráez Daniel P-079

Sanllorente Silvia P-049

Santiago Anibal P-153

Sanz Nebot Victoria P-084

Sanz-Nebot Victoria P-085

Sarabia Luis Antonio O-35, P-022, P-048, P-049, P-103, P-104

Saurina Javier P-109, P-110

Savorani Francesco P-113

Sawall Mathias O-01, P-013, P-179

Schmidt Annemarie P-089

Schmidtke Leigh P-097

Schmitt Kopplin Philippe P-081, P-088

Schmitt-Kopplin Philippe P-089

Schoenmakers Peter J. P-135

Scholz Maria Brígida Dos Santos P-133, P-134

Schoot Mark P-112

Schröder Henning P-013

Schwaighofer Andreas P-123, P-205

Schwerdtle Tanja P-195

Sena Marcelo P-114

Serrano Núria P-010



SURNAME NAME PRESENTATION CODE

Setiyoko Agus P-106

Setyaningsih Widiastuti P-105, P-108

Shankar Narasimhan P-188

Shapaval Volha O-39

Shi Zhenqi O-15, P-043

Siano Gabriel P-121, P-144, P-145

Siewert Hugelier O-25, P-160

Sikorska Ewa P-116, P-197

Silva Carolina P-072

Silva Gilmare Antônia Da P-055, P-056, P-153, P-154

Silva Jailson P-058

Silva Ludymyla P-153

Silva Verônica O-20

Silva Vitor P-058

Silva-Mata Francisco J. P-209

Simó Joan P-096

Simó Cruanyes Joan P-101

Simón Nicó Estela P-101

Sitta Nicola P-171

Sliwa Michel O-25, P-173

Smilde Age K. O-05, O-18, O-52

Smirnov Kirill P-089

Smolinska Agnieszka O-10

Soltero Francisco P-117

Sommer Ulf O-21

Sørensen John O-56

Sousa Adriano P-042

Souza Scheila V. C. P-125, P-126

Spagnoulo María Laura P-103

Spiegelman Clifford O-04, O-34

Srinesh Chandrakesa P-188

Stajić Ana P-005

Stanimirova Ivana P-020, P-076

Stanimirović Zorica P-004

Stevens Antoine P-033

Stone Nick P-198, P-208

Stragevitch Luiz P-045

Stringheta Paulo P-102

Stuart Adam P-177

Šuklje Katje P-097

Sun Dong P-044, P-096

Suppers Anouk P-112

Sylvie Roussel O-12

Szabó Éva P-086

Sznajder Miroslaw P-076

Szymanska Ewa O-55, P-024, P-025, P-026, P-112

T Pedersen Mette P-060

Tafintseva Valeria O-13, O-39

Talavera Bustamante Isneri P-209

Talhavini Marcio O-20, P-071

Tan Shuman O-34

Tan Xiangyu P-122

Tareilus Erwin O-52

Taukiri Kevin P-177

Tauler Roma O-36, O-38, P-011, P-057, P-066, P-067, P-068, P-069, P-078, 
P-085, P-135, P-149, P-150, P-172, P-200

Tcheka Constant P-210

Teglia Carla P-121



SURNAME NAME PRESENTATION CODE

Teixeira Dos Santos C.A. P-119

Temperini Marcia L A P-202

Tencate Alister P-017

Teófilo Reinaldo P-102, P-186

Ter Veen Rik P-194

Terra Larissa P-186

Terra Luciana Assis P-092

Terzić Jelena P-005

Teusink Bas O-18

Théodore Cozzika P-064

Theron Roberto P-041

Thiel Michel O-19

Timmerman Marieke O-09

Tinnevelt Gerjen P-093

Tisseyre B. O-32

Todeschini Roberto O-47, P-143

Torres Francisco P-083

Torres-Lapasió José Ramón P-001, P-002, P-003, P-006, P-014

Torro Adeline P-203

Tose Lílian Valadares P-092

Tran Thanh O-10, P-025, P-026, P-028

Tranfo Giovanna P-151

Tres Alba P-115

Trindade Bruno O-20

Troncoso Jose P-183

Trygg Johan O-43, P-037

Tumpa Anja P-004, P-005

Tyler Bonnie P-180

Unceta Nora P-080

Utell Mark O-33

Vallet Nadine P-034

Valls Alba P-131

Valverde-Som Lucía P-120

Van Beek Teris P-135

Van Den Heuvel Edwin P-024

Van Duynhoven John O-52

Van Espen Piet P-185

Van Maarschalkerweerd Andreas O-38

Van Manen Henk-Jan P-024

Van Velzen Ewoud O-52

Van Vliet Michael P-038

Vander Heyden Yvan P-132, P-139, P-141, P-142, P-146

Vassoler Fábio P-153

Vaz Ana Isabel P-148

Vaz Boniekgontijo P-092

Vega Alegre Marisol P-156

Vega-Montoto Lorenzo O-16

Vento Máximo P-079, P-123

Vera Marc P-147

Vestergaard Bente O-38

Viaene Johan P-141, P-142, P-146

Viant Mark O-21

Vichi Stefania P-115

Vigneau Evelyne O-08

Vinaixa Maria P-090

Vincenti Marco P-074, P-075

Vincke Damien P-168



SURNAME NAME PRESENTATION CODE

Vitale Raffaele O-05, P-045, P-062

Vivó-Truyols Gabriel P-077, P-135

Von Plessing Carlos P-183

Wahyuningtyas Amalia P-106

Walach Jan O-23

Walczak Beata O-23, P-021

Walker Alesia P-081, P-088, P-089

Wang Ya-Hao P-019

Watts John F. O-29

Wawrzyniak Filip P-197

Weinstock B. Andre P-059

Wentzell Peter P-087, P-189

Wesoły Małgorzata P-095

Westerhuis Johan A. O-05

Wevers Ron O-11

Wheelock Craig E. P-082

Wicks Chelsi P-087, P-189

Wieland Karin P-204

Wilsch Gerd P-190

Wiseso Marseno Djagal P-106

Wlasiuk Patryk O-22, P-075

Włodarska Katarzyna P-116

Wójcicki Krzysztof P-197

Woldegebriel Michael P-077

Wolfender Jean-Luc O-48

Wu Hai-Long O-45, P-028

Xu Jian O-03

Xu Qingsong O-03

Yanes Oscar P-090

Yang Ying P-118

Yao Lijun P-212

Yun Yonghuan P-029

Zabadaj Marcin P-187

Zacca Jorge O-20, P-071

Zadora Grzegorz O-22, P-065, P-074, P-075

Zalai Dénes P-086

Zaleszczyk Grzegorz P-076

Zhang Liangxiao O-24

Zhang Xin O-51 , P-073

Zhang Zhuoyong O-51 , P-073

Zhao Chenxi P-122

Zhou Xiao-Shun P-019

Ziemons Eric P-007

Ziere Aldo O-55

Zimmermann Boris O-39

Zotti Mirca P-171



 


